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Abstract—Protection of information is essential for IoT devices. 
They are often subject to lab analysis with the objective to reveal 
secret hidden information. One of the ways to reveal the 
cryptographic key is to perform optical Fault Injection attacks. In 
this work, we investigated the IHP radiation tolerant shift registers 
built of Triple Modular Redundant flip-flops. In our experiments, 
we were able to inject different transient faults into TMR registers 
using a single laser beam. 

Keywords — Fault Injection attack, laser, reliability, security, 
triple modular redundancy, standard library, rad-hard flip-flops. 

I.  INTRODUCTION

Confidentiality, data integrity, availability of services, and 
(mutual) authentication of communicating devices are the main 
goals which have to be implemented to guarantee a secure 
communication of the devices. It is ensured by using 
cryptographic algorithms. Cryptographic protocols are based on 
the secrecy of the used keys. The goal of many attacks is to 
extract the private/secret key. The cryptographic approaches are 
based on complex mathematical problems, which cannot be 
solved in a reasonable time if the used private/secret key is long 
enough. This changes dramatically if an attacker has physical 
access to the attacked device. Physical parameters such as the 
execution time of cryptographic operations, current drawn from 
the power supply, electromagnetic radiation, etc., called side-
channel effects, can be measured during the execution of 
cryptographic operations and later analysed using statistical 
methods, signal processing methods or machine learning 
methods. Practically, many cryptographic algorithms process a 
private key or a secret scalar bit-by-bit. Many attacks 
concentrate on the analysis of registers’ activity. Some attacks 
exploit the key-dependent hamming weight of the data, stored in 
registers, and require usually many traces for the analysis [1]. 
Other attacks exploit the distinguishability of the registers 
addressing and can be successful when analysing many traces 
[2] as well as a single trace only [3], [4]. The sensitivity of
cryptographic chips to the environmental and operating
parameters – temperature, voltage, light, etc. – can be exploited
to reveal the cryptographic key too. A fluctuation of these
parameters can cause fault(s). Cryptographic keys can be
revealed by analysing such faults. Due to this fact, IoT devices
have to be resistant to a broad spectrum of physical attacks such
as Side-Channel Attacks (SCA) & Fault Injection (FI) attacks.

There are many different possibilities to increase the 
resistance against SCA attacks. The processed data can be 

hidden using different kinds of noise, or by applying 
randomization of inputs and the processing sequence. The main 
idea of the countermeasures is to make the measurable side-
channel effects not dependable on the processed cryptographic 
key, or – at least – to reduce this dependability significantly. A 
common approach to increase resistance against FI attacks is to 
implement countermeasures based on redundancy techniques. 
The main idea of the countermeasures is to avoid successful 
manipulation of device parameters, or – at least – to reduce the 
influence of successful manipulations of the design. 

In this work, we investigate the applicability of the radiation 
hard Triple Modular Redundancy (TMR) technique against 
optical FI attacks. Our first investigations were published in 
[24]. In this paper, we present a complete investigation of the 
resistance of radiation tolerant shift registers to optical FI attacks 
as well as provide the area of the investigated TMR flip-flops 
sensitive to laser illumination. The paper is structured as follows. 
Section II describes optical FI attacks, redundancy as a 
countermeasure against FI attacks and our previous works. 
Section III describes the attacked chip, our FI setup and attack 
scenarios. Section IV gives the results of our optical Fault 
Injection attacks against TMR shift registers. Section V 
concludes this work. 

II. OPTICAL FAULT INJECTION ATTACKS

Optical FI attacks using lasers belong to the class of semi-
invasive attacks and exploit the sensitivity of semiconductors to 
the visible light, i.e. internal photoelectric effect. This 
phenomenon describes the generation of “free” electrons in 
semi-conductor/dielectric material under light. A sufficient 
number of the additional “free” electrons generated in close 
vicinity to the transistor gate of the attacked closed transistor 
results in a current flow that can switch a transistor from the high 
resistance state to the low resistance state. If the attacked 
transistor changes its state from OFF to ON it can cause a change 
of the logic cell state. The pioneering work regarding optical FI 
attacks was published already in 2002 [5]. The attacks can be 
performed through the back-side (silicon) of the chip [22] or the 
front-side (metal layers) [17] or the lateral-side [25]. To 
implement the former, near-infrared (NIR) and infrared (IR) 
lasers are used. This is due to a low absorption of NIR and IR 
waves propagating through silicon [22]. The latter can be 
implemented with any kind of wavelength [17], but the optimal 
choice is a laser with 800 nm wavelength. An overview of FI 
attacks against implementations of cryptographic operations 
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using elliptic curves, including laser-based attacks, is given in 
[19]. An overview of optical FI attacks against different 
cryptographic and non-cryptographic implementations as well 
as used equipment is given in [6]. An optical FI attack against 
secured microcontrollers is reported in [14]. A multi-fault laser 
attack on an RSA-CRT implementation is described in [15]. 

A. H/W redundancy as a countermeasure against faults
Hardware redundancy is one of the means to reduce the

success of FI [18]. We concentrate here on the hardware 
redundancy, especially on the TMR technique implementing 
registers. So-called standard NMR and full NMR are well-
known types of hardware redundancy circuit architectures [11]. 
The standard TMR architecture for storing a single bit of 
information is based on a triplication of the flip-flop and 
implementation of a voter. The full TMR architecture is based 
on the triplication of each cell, i.e. flip-flop (FF), voter and other 
combinational logic cells have to be triplicated. The weak point 
of the standard TMR architecture is its voter, due to the fact that 
a fault injected into the voter manipulates the output value of the 
TMR-FF. To prevent this issue a full-TMR architecture can be 
used. The triplication of the voter increases the power 
consumption and area overhead of the TMR-FF. 

B. Our previous works
In our previous publications we described successful attacks

against different standard logic cells manufactured in IHP’s 250 
nm as well as in IHP’s 130 nm technologies. We were able to 
inject transient as well as permanent faults into inverter-, 
NAND-, NOR-cells and FFs [7], [8]. Additionally, we 
investigated the possibility to inject a fault (using a red laser) 
into Resistive Random Access Memory (RRAM) cells [16] and 
radiation hard Junction Isolated Common Gate (JICG) flip-flops 
[10]. TABLE I gives a short overview of our results. 

TABLE I. OVERVIEW OF RESULTS OF OPTICAL FI ATTACKS AGAINST 
DIFFERENT CELLS MANUFACTURED IN IHP’S TECHNOLOGIES
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All our FI attacks were successful, even against radiation-
hard JICG FF that utilizes duplication of non-standard 
transistors. These transistors are placed at a distance to ensure 
blocking capability against particle hit. Despite the implemented 
measures, we were able to illuminate a pair of duplicated 
transistors and manipulate the data stored. Details about 
successful attacks on JICG FFs can be found in [9], [23]. Since 
our attacks against the JICG flip-flops were successful we 
decided to evaluate the TMR technique available at IHP [20]. 
We experimented with shift registers that have been: designed 
to survive space missions, evaluated in single event effect 
measurements, verified as very radiation tolerant [21]. 

III. ATTACKED CHIP, OUR EXPERIMENTAL SETUP AND ATTACK
SCENARIOS

A. IHP TMR shift register
We attacked radiation tolerant TMR shift registers designed

at IHP and manufactured in IHP’s CMOS 130 nm technology 
[21]. Two chips, each containing a single 1024-bit long TMR 
shift register, were bonded on a PCB, see Fig. 1. The attacked 
TMR circuit is based on the standard TMR architecture, i.e. 
there are 3072 flip-flops and 1024 voters, with two additional 
delay elements of 0.5 ns and 1.0 ns to filter possible transients 
at the inputs of the FFs, see Fig. 2. More details about the delay 
elements can be found in [21].

B. FI setup and attack scenarios
In our experiments we used a setup that consists of: a

modified Riscure Diode Laser Station (DLS), a VC glitcher, a 
PC with the Riscure Inspector software, a stable power supply, 
a signal generator and an oscilloscope. A detailed description 
of the experimental setup can be found in [23] and [23]. The 
original FI setup consists of a DLS that is equipped with two 
multi-mode lasers: a near-infrared (1064 nm) laser and a red 
(808 nm) laser [12], and with a single-mode laser from 
Alphanov [13]. In this work we applied the same equipment as 
in our experiments described in [7], [8] and [10]. The laser 
parameters, such as the laser pulse power and duration, were 
already evaluated experimentally in [23]. This allows to 
compare all our FI attack results. 

In our experiments, we sent a constant input (‘1’ or ‘0’) to the 
attacked shift register during the whole time of the experiment. 
We performed our experiments applying two clock signal 
frequencies: 10 MHz and 50 MHz. We performed attacks from 
the front-side since the decapsulation was not required. The 
placement of triplicated FFs in the layout of the attacked circuit 
is shown in Fig. 3. A triplicated flip-flop and its voter are placed 
in one row. The FFs are placed at different distances from each 
other. This distance reduces the probability of a fault occurrence 
caused by high energy particles due to the fact that at least two 
of FFs have to be influenced simultaneously. Due to the 
placement of the cells in the TMR-FF layout, we have three 
possible attack scenarios:

(a) (b)
Fig. 1. The attacked chips: (a) – PCB with 2 TMR shift 

registers; (b) – a TMR shift register chip, zoomed in.

Fig. 2. Structure of the attacked TMR-FF.
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Scenario1: attack illuminating logic cells of the voter.
Scenario2: attack illuminating FF1 and FF2 simultaneously. 
Scenario3: attack illuminating the whole TMR-FF, i.e. 

illuminating three FFs and the voters simultaneously.

The issue is that during the attack according to Scenario3
multi-faults can be injected. It can cause the “attack failed” 
case. For example, if faults are injected into two (or into all 
three) FFs and an additional fault is injected into the voter, the 
output of the TMR-FF will be equal to its fault-free state. Please 
note that additional difficulties in our experiments arise due to 
the so-called metal fillers. The metal fillers are small metal 
areas that are placed in different metal layers between the 
connection wires to maintain homogeneity of the etching 
process during manufacturing. Due to the metal fillers, the 
internal structure of the attacked TMR shift register is not 
visible through a microscope from the front-side, see Fig. 1. 
Nevertheless, in our previous experiments with the IHP 
standard logic cells we were able to induce faults successfully 
despite inserted metal fillers. Due to the fact that cells are 
unevenly covered by metal fillers, we expected that not all 
TMR-FFs will be successfully influenced. 

IV. EXPERIMENTS AND RESULTS

We performed our experiments according to Scenario1 and 
Scenario2 only, due to the difficulties of Scenario3 described 
above. We illuminated the last TMR-FF of the register first. 
Additionally, we attacked other randomly selected TMR-FFs. 

Scenario1: We started our experiments using the single-
mode red laser. The attacked register was clocked with a 
frequency of 10 MHz, i.e. the clock signal period is 100 ns. We 
started with 10 % laser power and 1301 ns pulse duration using 
a 50× objective. We applied a 0.5 μm step size for the X- and 
Y-axis for the scanning of the voters’ area. If we did not observe
a fault during a scan of the whole area of the voter, we increased 
laser beam power stepwise up to 100 % and/or pulse duration
up to 280 ns. After the experiments with the 50× objective we
switched to the 100× objective and performed similar
experiments. We did not observe a fault injection into the
attacked TMR-FF. We attacked additional 34 TMR-FFs. All
attacks were unsuccessful. Our experiments with the same laser
parameters but with the clock frequency of 50 MHz2, were not
successful as well.

We also performed experiments using the more powerful 
multi-mode red laser. We started the experiments with 50 % 

1 We obtained this minimal pulse duration as a sum of the rise time of 
the single-mode laser to reach its peak power [13] and the clock signal 
period, i.e. 30 ns+100 ns=130 ns. The maximal pulse duration is as a 
sum of the rise time and the duration of 2.5 clock signal periods that 
results into 30 ns+2.5*100 ns=280 ns.

laser beam power. All other parameters – the pulse duration, 
objective, etc. – were applied as for the experiments described 
above. After we reached the “maximum” parameter values, we 
switched to 100× objective and performed similar experiments. 
We attacked 24 TMR-FFs in total, but we did not observe a 
fault injection. We expected successful attacks using the multi-
mode laser since we were able to influence standard library cells 
manufactured in IHP’s 130 nm technology with metal fillers 
[8]. Nevertheless, all our FI attacks illuminating the voter of 
different FFs were not successful. It can be explained due to the 
difference regarding laser parameters between experiments 
described in [8] and here: in previous work we used a standard 
DLS from Riscure, after then the DLS was modified to allow 
using the Alphanov single-mode laser. We assume that the 
modification reduced the laser beam power.

Scenario2: In this attack scenario, we used the multi-mode 
laser to influence both FFs simultaneously. We started with 
40 % power, 130 ns pulse duration, 20× objective and 1 μm 
step size for the X- and Y-axis. The register was clocked with a 
frequency of 10 MHz. We observed repeatedly successful bit-

- ’0’) faults. Fig. 4 shows 
waveform of the measured signals demonstrating bit-reset fault 
into the last TMR-FF of the attacked TMR shift register.

Afterwards we performed similar experiments with a 5× 
objective and observed successful faults also. We attacked 24 
TMR-FFs in total, of which 10 TMR-FFs were manipulated. 

We also performed experiments with an increased laser 
power (up to 100%) and pulse duration (up to 280 ns) to assess 
the influence on the behaviour of the register. Neither 
permanent3 nor stuck-at4 faults were observed, even when 
applying maximum laser beam power. After the performed
experiments, the register is fully functional, i.e. its 

2 We started with the pulse duration of 30 ns+20 ns=50 ns and 
increased it up to 30 ns+2.5*20 ns=80 ns.
3 change of logic state is no more possible.
4 change of logic state cannot be changed before the device shutdown.

Fig. 3. Layout of the TMR-FF attacked.

Fig. 4. Oscilloscope waveforms of laser pulse, clock, input 
and output of the attacked shift register measured demons-

trating successful bit-reset fault into the last flip-flop.
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surface is intact and the internal structure of the chip was not 
damaged. TABLE II gives an overview of our successful optical 
FI attacks against the IHP TMR registers for the Scenario2. 

TABLE II. RESULTS OF ATTACKS AGAINST THE TMR REGISTERS

Register clock 
frequency, MHz

Register 
input

Magnification 
objective

Power, 
%a

Pulse, 
ns

Type of 
fault

50

‘0’
‘1’ 20× 80-100

90-100
80 bit-setb

50-80
bit-reset

‘0’
‘1’ 5× 90-100

60-100
bit-set

bit-reset

10

‘0’
‘1’ 20× 40-100

45-100
130-280

bit-set
bit-reset

‘0’
‘1’ 5× 65-100

55-100
bit-set

bit-reset
a. POWER MEASUREMENT UNIT IN RISCURE SOFTWARE [12]. THE FIRST VALUE IN THE COLUMN 

“POWER” REPRESENTS THE MINIMAL POWER THAT RESULTS IN REPEATABLE FAULTS.
b.THE FAULT IS NOT FULLY REPEATABLE.

According to the TMR shift register’s layout, we observed 
successful FIs when the centre of a laser beam spot was over 
area marked yellow in Fig. 5. Due to the unknown profile of the

laser beam intensity distribution of the used multi-mode laser 
and the fact that our precisely localised attacks on the voter 
(Scenario1) failed, we assume that faults were successfully 
injected in two adjacent FFs in the TMR-FF. Nevertheless, we 
do not exclude the fact that faults could be injected in each pair 
or even into three FFs simultaneously using the 5× objective 
since the laser beam spot allows to cover the whole TMR-FF.

V. CONCLUSION

In this work, we investigated the vulnerability of IHP 
radiation tolerant TMR-registers based on standard library flip-
flops manufactured in 130 nm technology against front-side 
optical FI attacks. We performed attacks against the voter 
(Scenario1) and the triplicated FFs (Scenario2). We performed 
attacks using the Alphanov’s single-mode red laser as well as 
the Riscure’s multi-mode red laser. Attacks against voters were 
unsuccessful. Performing attacks against FFs we were able to 
inject transient repeatable bit-set as well as bit-reset faults into 
the IHP TMR shift registers using the multi-mode laser.
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Abstract— Edge computing emerges as a critical paradigm in the 
wake of Internet of Things (IoT) and 5G New Radio (5GNR). It 
catalyzes the demand for energy-efficient devices that have 
resilient CPUs with lean physical footprints. Mitigating the 
security challenges in these networked devices necessitates Bit 
Manipulation Instruction (BMI) inclusive architectures to 
improve Galois Field (GF) arithmetic, which is a fundamental step 
for most cryptographic algorithms. All major Instruction Set 
Architectures (ISA), including RISC-V incorporate dedicated 
instructions for carryless multiplication, recognizing its significant 
contribution in cryptographic applications. Acknowledging the 
fact, this paper introduces a novel approach to enhance the 
performance of GF arithmetic using carryless multiplication. The 
approach presents a promising avenue by improving the execution 
cycle counts of a real-world cryptographic application like the 
Advanced Encryption Scheme (AES) and can be scaled to all GF-
based cryptographic algorithms. The proposed GF algorithm 
effectively maps the Carryless Multiplication Instruction of the 
ratified RISC-V Zbc extension. Evaluations indicate about 4.5x 
performance improvement for multiple schemes of AES using an 
open-source RISC-V core (SweRV-EL2TM 1.3) without incurring 
any additional overhead in terms of area as well as compiler 
support.

Keywords- Cryptography; Galois Field Arithmetic; RISC-V; 
AES; 

I. INTRODUCTION

The Internet of Things (IoT) [1] and communication 
network topologies, such as 5G New Radio (5GNR) [2], are 
driving the transition from cloud to edge computing. The 
stringent architectural constraints of portable devices 
necessitate optimal performance at the least cost of area and 
power. This motivates researchers to derive the best from 
current designs through modifications to enhance crucial and 
frequent applications such as cryptography and error correction. 
Most measures that tackle the security and safety concerns 
according to today's device design trends rely predominantly on 
bit manipulation algorithms. The RISC-V community has been 
working on the introduction of BMI for the past couple of years 
and has been successful in ratifying four key BMI sub-
extensions: Zba/b/c/s [3] for which GNU Compiler Collection 
(GCC) support is also available. The Zbc extension endows 
carryless multiplication (CLMUL) instructions, engaging 
which the GF arithmetic and any allied cryptographic 
algorithms like Advanced Encryption Standard (AES), Reed- 

Figure 1: Datapath showing GF operations in AES encryption process

Solomn and even post quantum cryptographic algorithms can 
be accelerated. 

      AES plays a critical role in minimizing the security 
vulnerabilities among networked IoT devices by guaranteeing 
secure encrypted communication. The functional breakdown of 
AES reveals strong reliance on GF arithmetic. Fig. 1 depicts the 
GF arithmetic units employed during different stages of AES 
encryption. Similarly, most of the cryptographic schemes have
repeated instances of Galois Field Multiplication (GFMUL), 
Inversion (GFMUL_INV), and Addition (GFADD). This 
promotes the development of flexible galois field processors 
[4], dedicated hardware and hardware-software co-designs [5] 
to enhance the performance and security of edge devices. The 
GFADD represents a simple xor operation, whereas the 
GFMUL corresponds to a carryless multiplication followed by 
reduction logic [6], as illustrated in Fig. 2. Inversion uses the 
repeated square and multiply approach [7], which also aligns 
with the requirement for optimum Galois Field Multiplication.  

The above facts demonstrate that optimized GF arithmetic 
employing CLMUL implementations provides the necessary 
impetus to boost cryptographic applications. Inspired by these 
observations, this work proposes a novel approach to modify 
the GFMUL algorithm using three CLMUL instructions, one 
for multiplication and the rest for polynomial reduction. 
Further, we simulate, validate and evaluate modified GFMUL
and GFMUL_INV algorithms on SweRV-EL2 core with inbuilt 
Zbc extension [3] and measure the performance improvement 

Figure 2: Galois Field multiplication using two stage logic
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obtained on a real-world cryptographic application - AES. Our 
work stands distinct from the state-of -art works by exploiting 
the existing CLMUL instructions for polynomial reduction
rather than custom instructions in RISC-V processors. Hence, it 
eliminates the modification of the RISC-V GNU toolchain and 
exempts any area overhead on the core for incorporating such 
custom instructions.

II. PROPOSED WORK

        The lower footprint requirement of lean embedded 
processors, along with the RISC-V GCC compiler's failure to 
render the CLMUL (carryless multiplication) instruction in 
embedded and crypto benchmarks emphasize the need to 
quantify the significance of these instructions. This section 
modifies the basic GF multiplication method utilizing carryless 
multiplication and maps it to AES- an essential cryptographic 
application. 

A. Mathematical Basis of GF(2m)
Popularly known as binary extension field, GF(2m)

represents elements with polynomial degrees up to m-1. The 
polynomial representation of GF(2m) is shown in Equation (1). 
It 0 ), and a 

ucible 
polynomial f(x) associated with GF(2m

element) forms its root.

( ) = + . + +  ;

(2), 0 1

f(x) = x + f x + + f x + f0;

        Arithmetic operations in GF(2m) mandate a polynomial 
reduction, equivalent to the modulo using the irreducible field 
polynomial when the degree of the result exceeds m-1. All the 
arithmetic operations explained below use a(x) and b(x) 
represented by Equation (3) as inputs. 

( ) = + + +

( ) = + + +

 , (2), 0 1

GFADD is a simple, yet most repeatedly used operation in 
cryptographic algorithms. It carries out direct bitwise XOR of 
the corresponding coefficients of the inputs as in Equation (4) 
and does not require polynomial reduction as it fits in the field.

Figure 3: GF(28) Multiplication using standard logic

Figure 4: Modified Galois Field multiplication logic. Polynomial reduction is 
also broken down to make use of carryless multiplication. P, Q, and R are 
intermediate carryless multiplication results.

( ) = ( ) + + ( )    (4) 

      GFMUL is a two-step process comprising of a carryless 
multiplication followed by polynomial reduction, as shown in 
Fig. 2. The result of carryless multiplication is of degree 2m-2 
and should be reduced using the irreducible polynomial to keep 
the final result c(x)=p(x) mod f(x) within the field. Fig. 3 
represents a GF(28) example of GFMUL with field polynomial 
f(x) =x8+x4+x3+x+1 (11BH). 

B. Modified Galois Multiplication Algorithm
Galois Multiplication being a complex but inevitable

operation in cryptography is explored and implemented in 
different ways. Kuo et al. employs an appealing two-step process 
using carryless multiplication followed by polynomial reduction 
as shown in Fig. 2 [6]. The work in this paper modifies the 
GFMUL logic using three carryless multiplications as shown in 
Fig. 4. Here the polynomial reduction is also broken down into 
two carryless multiplications. The mathematical grounds of this 
mapping is derived from the explanations given by Gureon et 
al., but is not included here due to space considerations [8]. 

The Algorithm 1 gives a stepwise walk through this modified 
approach with two N-bit inputs (of degree N-1) and an N+1 bit 
field polynomial (of degree N). As long as the degrees of inputs 
(A and B) and field polynomial (F) are N-1 and N, respectively, 
F+ and F remain the same. Hence, using the proposed algorithm,
the GFMUL result can be attained with three carryless 
multiplications and minor logic to extract the MSB and LSB of 
the intermediate results. Fig. 5 clearly demonstrates the steps 
depicted by Algorithm 1 using GF(28). This degree is chosen 
because many of the real world cryptographic applications, like 
AES  make use of GF(28) with Field polynomial as F(x)=x8 +x4

+x3 +x+1 (11BH ). Here, as F is of degree 8 and A, B are of
degree 7, F+ is same as F (11BH ) and its lower significant Byte
(lsB) forms F* (1BH ). The results for the modified algorithm

Algorithm 1: Proposed GFMUL Algorithm

Input:  A,B : N bits, Field Polynomial (F): N+1 bits
Output:  C : N bits

STEP 1: P : [P1:P0] = carryless multiplication(A,B)
STEP 2: Q : [Q1:Q0] = carryless multiplication(P1,F+)

         where F+ = result of X2N divided by F 
STEP 3: R : [R1:R0] = carryless multiplication(Q1,F*) 

         where F*= lower order N bits of F
STEP 4: Output : C = R0 xor P0
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))BB( Output
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Figure 5: An eight bit GFMUL example using the modified algorithm

are verified for all possible 8-bit input combinations against the 
standard algorithm. The modified GFMUL algorithm when 
compiled for GF(28) using RISC-V GCC compiler, generates the 
instruction disassembly which gives three instances of CLMUL 
instruction as expected. This algorithm can be further extended 
to higher polynomial degrees but gets limited with the width of 
the RISC-V register. 

C. Application mapping and evaluation on SWERV-EL2
The proposed GFMUL algorithm using CLMUL

instruction can be used to accelerate various application that use
GF(28) arithmetic operations. AES is the GF(28) based 
cryptographic application selected for the performance 
evaluation and is applied to multiple encryption schemes of 
AES like CBC, ECB and CTR for key-lengths 128, 192 and 
256. SweRV-EL2 known as VeeR-EL2 at the time of writing is
an open-source RISC-V core from Western Digital with support
for the ratified bit manipulation extensions (Zba/b/c/s). Thus,
by default, it has the hardware for carryless multiplication in the
execution pipeline and deprecates any extra hardware for
executing the proposed algorithm.
  The notion of the work is to reduce the cycles of execution 

taken by the GFMUL in cryptographic applications using the 
CLMUL instructions. The evaluation strategy hence involves a 
standard variant that is compiled and executed using basic 
RISC-V instructions and a proposed variant, that requires the 
Zbc instruction support, that is available in SWERV-EL2.The
AES algorithm in the repository mentioned in Table I has been 
modified to accommodate these two variants (Standard and  

TABLE I. RECORD OF TOOLS AND REPOSITORIES USED FOR EVALUATION

Core

SWERV-EL2 

CoreTM 1.3: RISC-V from Western Digital

  Target= typical_pd [No ICCm, AXI4 bus interface]

Frequency= 25 Mhz 

Synthesis and Implementation

Vivado Version=v2023.2 (64-bit)

Target board Nexys 4 DDR; Part: XC7A100T-1CSG324C

Simulation

Verilator v4.212

RISC-V GNU 
Toolcahin 

32 bit GCC: version:13.2.0(gc891d8dc23e)

Compiler flags: -mabi=ilp32 -march=rv32imac_zbc_zicsr
-O3 -fomit-frame-pointer -fPIC -no-pie

Algorithms

AES Repository: https://github.com/kokke/tiny-AES-c 

Proposed) for three encryption Schemes (CBC, CTR and ECB)
using multiple key lengths. Table I shows the record of tools, 
its configurations and the repositories used in this work. The 
simulation environment consists of a verilated model using 
SWERV-EL2 core connected to a virtual memory via AXI bus 
as shown in Fig. 6. AES is modified to have versions with and 
without CLMUL instruction based GF arithmetic, compiled by 
the RISC-V GNU toolchain and the resulting binary is fed into 
virtual memory for simulation. The verilated top module is 
modified to display the number of cycles executed and the total 
instructions retired in the console output for each run. This is 
accomplished by reading the values of MCYCLE and 
MINSRET controls status registers (CSR) of RISC-V ISA 
using the CSR read instruction. The counts corresponding to the 
standard and the proposed CLMUL implementation are 
extracted to calculate the percentage reduction in cycles
executed.  All the steps followed for the simulation here are 
available in the open-source SweRV repository [9]. 

TABLE II. CLOCK CYCLES AND INSTRUCTION COUNTS FOR GFMUL

Function Cycles Instructions Reduction (%)
Standard Proposed Standard Proposed Cycle Instr

GFMUL
GF(24) 128 57 64 21 55.47 67.19
GF(28) 175 63 106 21 64 80.19
GF(216) 344 65 240 26 81.1 89.17

GFMUL_INV

GF(24) 378 131 296 85 65.34 71.28
GF(28) 1250 274 1126 223 78.08 80.2
GF(216) 6356 631 5928 573 90.07 90.33

Figure 6: Verilated model of SWERV-EL2 for simulation of GF operations in AES encryption 
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III. RESULTS AND DISCUSSIONS

     This section evaluates the performance of the proposed 
modification in Galois multiplication in terms of execution 
cycles and retired instructions. Though this work lays focus on 
GF(28) owing to the degree of field in AES , the proposed 
algorithm is scalable to other polynomial degrees as well. Table 
II shows the count of execution cycles and instructions returned 
count of GFMUL and GFMUL_INV for degrees 4, 8, and 16. It 
shows that the percentage of reduction in cycle count increases 
from 55% to 81% as the degree of polynomial or the number of 
bits in the arithmetic logic increases from 4 to 16. This trend 
makes it evident that the performance of the modified algorithm 
improves with higher degrees of Galois field arithmetic. 
Similarly, the inversion algorithm is modified using the 
proposed GFMUL and examined for multiple degrees. The 
results show cycle count reduction of 65%, 78% and 90% for 
degrees 4, 8 and 16 respectively over the standard execution.

        CBC, ECB and CTR schemes of AES exhibits similar 
results of more than 75% reduction in execution cycles for 
encryption and decryption algorithms as portrayed by Fig. 7. 
The results marks a comparable performance with respect to the 
state-of-the-art (SOTA) solution with a small depreciation in 
cycle reduction [6]. This stems from the absence of dedicated 
hardware for polynomial reduction using custom instructions.
In SOTA, the polynomial reduction logic as such is substituted 
with FFRED instruction (Custom), which incurs an area of  7% 
equivalent to 268 LUT’s on NEXYS DDR4 FPGA board. On 
contrary, the proposed approach does not add any additional 
hardware and uses the already existing carryless multiplier 
twice for polynomial reduction. These additional instances of 
CLMUL instructions in the algorithm account for the 
aforementioned depreciation in the perfomance. 

Figure 7: Plot of the Cycles counts for CBC, CTR and ECB schemes of AES 
for Standard and Proposed execution for various keylengths. The numbers on 
top of the bars indicate the percentage reduction in cycle count achieved by the 
proposed method corresponding to the absolute bar values.

Nevertheless, the proposed variant shows about 4.5x compared 
to the standard approach for AES, without any hardware 
modification to the existing core and also eliminates the need 
for compiler and ISA modifications and associated hardware 
overheads for custom instructions.

IV. CONCLUSION
The Security concerns on edge devices, initiate tailored 
optimizations of general-purpose CPUs for accelerated 
cryptographic applications. Galois field arithmetic - GF(2m), is 
a critical step in pre and post-quantum encryption and error-
correcting codes. Carryless multiplication enhances GF 
arithmetic, making the Zbc extension of RISC-V BMI valuable 
for accelerating GF-based cryptographic algorithms. This work 
proposes an approach to modify the Galois multiplication and 
related arithmetic using carryless multiplication to map the 
same to RISC-V ISA. Our analysis using an open-source RISC-
V core revealed a significant decrease in clock cycles of over 
75% for various AES schemes with a 25% decrease in static 
code size without the need for any additional hardware for 
custom instructions and related compiler overheads. Future 
work aims to explore carryless multiplier designs, incorporate 
them into an in-house RISC-V core, and evaluate more real-
world applications like McEliece and Reed-Solomn.
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Abstract—Software can have a significant impact on the electrical 
characteristics of the executing integrated circuit. The analysis of 
minor current consumption changes in a System-on-Chip reveals 
details about the executed instructions or the hardware’s internal 
logic, potentially exposing sensible information. Despite careful 
design, glitches pose a further challenge that needs to be handled 
at hardware and software level. 
This paper introduces the concept of the open-source, modular 
opoSoM measurement platform that captures the dynamic power 
characteristics of System-on-Chips featuring external and on-chip 
measurement techniques. Due to the configurable measurement 
range and synchronous sampling at up to 250 MS/s, the platform 
provides valuable measurement data for investigating 
countermeasures against side-channel attacks and optimizing 
hardware and software towards lower dynamic power 
consumption. 

Index Terms—System-on-Chip, measurement, supply voltage, 
power consumption, side-channel attacks 

I.  INTRODUCTION

The externally observable dynamic power consumption may 
reveal valuable and sensitive information about the behavior of 
a processor core. Kocher et al. [1] showed very early that it is 
possible to extract information (e.g., cryptographic keys) from 
electronic devices based on power consumption measurements. 
Voltage sensors can be integrated into the implementation of a 
digital design [2] for Field Programmable Gate Arrays (FPGAs). 
Existing on-chip voltage sensors use the physical effect that the 
signal propagation depends on the device’s supply voltage: 
Time-to-Digital Converters (TDCs) sample an input signal in a 
delay line with configurable length to probe how fast a signal 
transition propagates. Ring Oscillators (ROs) change their 
oscillation frequency depending on the delay in its individual 
stages, converting supply voltage transients into frequency 
deviations. Integrating on-chip voltage sensors into a device 
poses a significant threat when, e.g., an FPGA is shared among 
multiple users in cloud systems [3]. While service providers try 
to counteract attacks, by e.g., prohibiting combinatorial loops 
[4], such ROs have been used to crash an FPGA due to excessive 
power consumption by using only 12% of its lookup table 
resources [5]. As the power estimation of computer-aided design 
tools can significantly underestimate the power consumption [6] 
of such structures, a versatile and highly accurate research 
platform is required to detect and analyze malicious circuits. 

Independent of their potentially malicious nature, fast 
transients in the dynamic power consumption (e.g., load jumps 
caused by unwanted signal activity) can compromise the 
device’s own operation. The voltage on the supply pin might not 
be able to follow a rapid change in the current consumption due 
to the supply trace’s parasitic inductance. Such supply anomalies 
can potentially cause device malfunctions or resets [7]. 
Optimizing the dynamic power consumption by e.g., 
minimizing the switching activity [8], is crucial when designing 
for side-channel attack resilience. 

In this paper, we present a modular measurement platform 
that consists of a carrier board and pluggable modules that carry 
the System-on-Chips (SoCs) under test: opoSoM (optimizing 
power consumption for System on Modules) allows for cycle-
accurate on-chip and external voltage measurements to analyze 
the dynamic power consumption of SoCs. It is designed to 

map voltage transients to instructions,
compare voltage measurements that correspond to code
sequences running on different implementations of the
same architecture,
investigate how the dynamic power consumption can be
reduced by optimizing the hardware architecture, its
implementation, and the software as a whole, and
elaborate on the effectiveness of countermeasures against
side-channel attacks.

When writing this paper, the first pluggable module is available, 
and the carrier board and further modules are under 
development. 

The paper is structured as follows: Section II presents 
related work. Section III and Section IV describe the 
architecture of the carrier board and the necessary components 
of the modules, respectively. The suggested measurement 
techniques are presented in Section V, and Section VI closes 
with an outlook to future work. 

II. RELATED WORK

Fast voltage transients in an SoC have been investigated in 
several works, focusing on the current consumption of entire 
processes [9], [10], often using the built-in Analog-to-Digital 
Converters (ADCs) of the device under test [9], [11]. 
ChipWhisperer [12] offers a hardware and software 
environment to emulate and analyze side-channel attacks on 
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different circuit boards, using an external resistor as a current 
sensor. Voltage transients are often not easy to measure outside 
of an SoC since the on-chip and external decoupling capacitors 
flatten the transients. Therefore, opoSoM extends 
ChipWhisperer’s approach by additionally applying on-chip 
sensor topologies with high voltage resolution and nanoscale
range [13], [14], [15]. In contrast to the previously mentioned 
works [9], [10], [11], we are interested in how single instructions 
or short instruction sequences in Application Specific Integrated 
Circuit (ASIC) or FPGA-based soft processors can cause 
significant changes in the power consumption. We aim to 
perform cycle-accurate on-chip and external measurements to 
map voltage transients to executed instructions. Guiding the 
place and route tools enables to place sensors at different 
locations in the SoC to gather information about where exactly 
the voltage transients originate from or how different 
implementations of an architecture influence the measurement 
results. The measurement data is preprocessed in a separate 
device to avoid influencing the device under test itself. 
Localizing power peak sources at software and hardware levels 
helps to implement appropriate countermeasures to prevent side-
channel attacks and optimize the system to reduce voltage drops 
that can lead to device malfunctions. 

III. CARRIER BOARD ARCHITECTURE

The carrier board (cf. Fig. 1) has two slots for pluggable 
System-on-Modules (SoMs) that are built around the SoCs
under test (cf. Section IV.). The measurement components are 
placed on the carrier board to provide an identical measurement 
environment for all SoCs. A Lattice ECP5 FPGA [16] is used to 
buffer and preprocess the measured sensor data. The data is then 
forwarded to a PC through Ethernet or USB. By generating a 
clock signal using the on-board ECP5 or an external clock 
source, the ADC and the SoC under test on a module can be 
clocked synchronously. Synchronous clocking is essential to 
keep track of code execution and voltage transients 
simultaneously. The following sections describe the individual 
building blocks of the carrier board in more detail. 

A. Power supply
Fig. 2a summarizes the power supply scheme. The carrier board 
can be powered either via USB or by an external power supply, 
in case USB is insufficient to operate the on-board components 
and the plugged modules. An on-board step-down DC/DC 
converter provides the necessary 3V3 I/O voltage for the 
preprocessing FPGA and the plugged modules. The 1V2 core 
voltage of the preprocessing FPGA is generated by a second 

step-down converter. The 2V5 voltage level with low current 
flow is provided by a Low Drop-Out (LDO) regulator.

B. Programming interface
To avoid using multiple USB cables, the on-board FPGA

and the SoCs on the modules can be programmed via an on-
board USB hub and a subsequent JTAG converter. 
Configuration data are stored in each SoC’s corresponding flash 
memory. 

C. Data preprocessing and PC interface
For data preprocessing (e.g., filtering, compression) and 

buffering, the board features 1 GiB of DDR3 memory. The 
preprocessed data can be transmitted to a PC via Gigabit 
Ethernet or using a 5 Gbps USB peripheral controller.

D. Analog-to-digital converter
The analog signals from the modules are fed into a two-channel 
differential ADC. The two ADC channels are driven by two fully 
differential amplifiers. The amplifier circuits provide linearity in 
a wider frequency range compared to baluns. For conversion, an 
ADS4229 [17] converter was selected based on its 250 MS/s 
maximum sample rate, 550 MHz analog input bandwidth, and 
moderate price. To be compliant with the Nyquist-Shannon 
sampling theorem, the frequency of the input signal must not be 
higher than 125 MHz. An anti-aliasing filter ensures the band-
limitation of the input signal.

IV. MODULE ARCHITECTURE

Each module features an SoC that contains an arbitrary 
analog or digital design to be evaluated. The effects on the 
dynamic power consumption of an instruction sequence are 
measured utilizing the on-chip voltage sensors and the on-board 
passive components. The measurement signals are routed 
directly to the module’s interface connectors, and are not 
processed by the SoC under test to avoid negative effects on the 
signal quality. The modules can be plugged onto the carrier 
board described in the previous section. As a second option, the 
modules are designed to be operable in stand-alone mode when 
no measurements are performed, allowing to work on different 
modules simultaneously. 

When using the module plugged onto the carrier board, it is 
supplied via the carrier board’s 3V3 power rail, and the on-
module step-down converter is disabled to eliminate its 
switching noise. The ground potential of the carrier board is used 
as a disable signal for a power switch (cf. Fig. 2b), preventing 
reverse current flow into the output of the step-down converter 
of the module. In the absence of the carrier board, RPU pulls the 
enable pin of the power switch high to keep the switch on. The 

a, opoSoM platform b, module

Fig. 2: Power supply scheme.
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core voltage of the SoC under test and other necessary voltage 
levels are generated directly on the module. For this purpose, 
LDOs are preferred over switched-mode regulators to produce 
less noise. The USB signals of the module are accessible by the 
carrier board, which allows to program the module via the carrier 
board’s USB connector and hub. The modules connect to the 
carrier board via a specifically tailored interface (InterSoC) and 
using Serializer/Deserializer (SerDes) if available on the SoC
under test. SerDes signals are directly accessible on the module 
via four SMA connectors as the example design shows (Fig. 3). 

In stand-alone mode, the modules are supplied via USB and 
the on-board voltage regulators (cf. Fig. 2b). The modules can 
be programmed via the same USB connector and an on-module 
USB-to-JTAG converter.

V. MEASUREMENT CONCEPT

Fig. 4 sketches the measurement concept of the opoSoM
platform. To capture fast transients of the core supply, 
techniques A. to C. are applied:

A. Voltage drop on current-sense resistor
The voltage drop on a current-sense resistor RS is 

proportional to the current consumption I. Small (10 nF to 100
nF) noise filtering capacitors placed close to the device pin are 
not depicted in Fig. 4. Depending on the SoC under test, they 
may or may not be necessary for a normal SoC operation. On 
each module, we populate as few of them as required to keep the 
device operational while not absorbing the transients. 
Decoupling capacitors Cdec (100 nF to 10 μF) are placed in front 
of RS so that the current flowing from them into the device pin 
can be captured. With fast signal changes, package parasitics 
become more significant. The capacitor Ccomp is placed in 
parallel to RS to compensate for the parasitic inductance of RS. 
For evaluating the measurements with an external oscilloscope 
and for calculating the compensation afterwards, the potential 
difference on RS is accessible on SMA connectors. To the 
measurement signals on RS, an anti-aliasing (AA) filter is 
applied, and the signals are amplified on the carrier board before 
feeding them into the ADC. 

Current sensing on a serial resistor is a common 
measurement technique [10] but it requires a current-sense 
resistor (and eventually a compensation capacitor) as close as 
possible to the SoC’s supply pins. The optimal position is under 
the device, on the back of the circuit board, which is already a 
component-dense area due to decoupling capacitors. The value 
of RS has to be chosen based on the current consumption of the 
SoC under test. The higher the resistor value and the current 
consumption, the larger the induced voltage drop and therefore 
the easier it is to capture. On the other hand, a high voltage drop 

can reduce the supply voltage on the device pin below the 
device’s specification. 

B. Direct voltage measurement
In contrast to the current-sense method, this technique is 

prone to noise coupling and ground bouncing. Short, impedance-
controlled traces mitigate these issues. High resolution can be 
achieved by reducing the measured voltage range to the range of 
interest using the voltage regulator’s low-pass (LP) filtered 
output as a potential reference. Single-ended voltage 
measurement does not require additional components, and a 
higher current consumption does not lead to a more difficult 
transient capture. If the evaluation of this measurement 
technique results in a comparable accuracy as the current-sense 
technique, further modules can be designed implementing only 
this technique, reducing manufacturing costs. The accuracy of 
this technique is high due to the differential signaling and is 
limited by package and trace parasitics.

C. Measurement with on-chip sensors
On-chip voltage level sensors (TDCs or ROs) can be 

implemented close to the source of transients, directly inside a 
target FPGA, to provide the most accurate measurement data 
among techniques A. to C. The sensors’ nanoscale resolution 
allows the detection of transients even above the device’s 
operation frequency due to the FPGA’s internal power delivery 
network parasitics [15]. The carrier board receives signals from 
two 10-bit on-chip sensors of each plugged module. Since these 
sensors are directly implemented in the device under test, this 
measurement technique is not applicable for hard cores (e.g., 
microcontrollers) unless the sensors are already part of the 
implemented design. The on-chip sensors’ resolution depends 
on their implementation (e.g., sampling rate).

D. Additional considerations
The carrier board can accommodate two pluggable SoMs

with one SoC under test on each of them. The analog interfaces 
are multiplexed in a way that the ADC can process two arbitrary 
analog interfaces coming from any of the modules 
simultaneously. The external techniques’ measurement range 
strongly depends on the static and dynamic current consumption 
of the SoC under test, and it has to be calibrated for each SoC
under test by selecting an appropriate RS. To log the temperature 
while performing measurements, the carrier board can read the 
module’s temperature using external temperature sensors 
attached onto the SoC under test. 

Synchronizing the ADC’s sampling clock and the device’s 
clock allows for the detection of transients that occur aligned 
with the clock edge. Without synchronous sampling, the Fig. 3: 3D view of an example module with an ECP5 FPGA.

Fig. 4: Measurement concept.
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detection requires a sampling rate far over the device’s operation 
frequency. ChipWhisperer [12] shows that the results of 
synchronous sampling at 96 MS/s are comparable to those of an 
asynchronous sampling at 2 GS/s. With 250 MS/s synchronous 
sampling, our platform is designed to detect voltage transients 
on devices running at maximum 250 MHz. Synchronous 
sampling also provides a reliable timestamp that allows for an 
efficient mapping of voltage transients to executed instructions. 

VI. CONCLUSION AND FUTURE WORK

In this paper, we presented the architecture of a modular 
measurement platform to track the dynamic power consumption 
of a wide range of SoCs in the same measurement environment. 
The external and on-chip measurement techniques provide a 
flexible measurement range for devices running at up to 250 
MHz. The requirements for further modules with new SoCs to 
be evaluated and the corresponding interfaces between a module 
and the carrier board are described.  

On each module, a calibration process needs to be 
performed: We have to determine the values of the noise 
filtering capacitors on the SoC’s supply pins and the value of the 
current-sense resistor RS experimentally. Current-sense and 
direct voltage measurements need to be compared using an 
external oscilloscope to cancel out package parasitics for RS. If 
the comparison yields a significant difference between the two 
measurement techniques, the worse-performing technique can 
be optimized out for further modules in order to reduce 
manufacturing costs.  

Future research demands a measurement dataset that we can 
obtain via running benchmark code on an open architecture that 
we have full control of. Suitable candidates are RISC-V soft 
cores due to their growing popularity and a number of existing 
implementations (e.g., CV32E40P [18], VexRiscv [19], FazyRV 
[20]). These first datasets help to identify which instructions or 
instruction sequences influence the dynamic power 
characteristics the most. Based on the gathered knowledge, we 
aim to develop software techniques to detect ambiguous 
instruction sequences at compile time and improve the digital 
logic to mitigate the effect of specific instructions (e.g., via 
adjusting the soft core’s pipeline [21]). We are also interested in 
how the voltage transients differ from core to core, especially 
from a soft core to a hard core of the same architecture 
implementation. Another interesting research question is how 
these transients can be attenuated by applying different place-
and-route techniques. Finally, we aim to explore other 
optimization strategies to mitigate side-channel attacks 
originating both within and outside of an SoC.  

The source files of the opoSoM platform are available open 
source on https://github.com/EAS-DSD/opoSoM. 
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Abstract—The synthesis strategy for quantum oracles is based
on a reversible logic synthesis and a quantum compilation step.
In reversible logic synthesis it is important to obtain a compact
reversible circuit in order to minimize the size of the final quan-
tum circuit. Projected Sum Of Product, PSOP, decomposition is
an EXOR based technique that can be applied to any Boolean
function as a very fast pre-processing step for further minimizing
the circuit area in standard logic synthesis. In this paper, we
exploit PSOP decomposition in quantum synthesis. In particular,
we describe a new technique for the quantum synthesis of PSOP
decomposed functions. The experimental results validate the
proposed pre-processing method in quantum synthesis, showing
an interesting gain in area, within the same time limit.

Index Terms—Circuit decomposition, reversible logic, quantum
circuits

I. INTRODUCTION

The recent technological improvement in quantum archi-

tectures has led to renewed and growing interest in quantum

computing and in the design of secure cryptographic protocols.

Therefore, the research in the field of quantum logic synthesis

has attracted considerable new attention. In particular, many

quantum algorithms, including Grover’s search algorithm, usu-

ally require computing oracles [13], i.e., subroutines given as

classical logic functions. The standard method for synthesizing

quantum oracles generally consists of two steps: reversible

logic synthesis and quantum compilation. This is due to the

fact that, in general, the evolution of quantum systems is

described by reversible unitary operators.

Recently, new techniques and tools have been proposed

for quantum synthesis [10], [14], [18]. Moreover, several pre-

processing methods have been proposed for further enabling

reversible synthesis and quantum compilation. Indeed, such

methods exploit structural regularities of the input function [1],

[4]. Therefore, just “regular functions” can benefit from this

pre-processing strategies (i.e., autosymmetric and D-Reducible

functions). In this paper we propose a new pre-processing

strategy that have the following characteristics:

1) The method can be exploited for any Boolean function

(not just regular ones);

2) The method consists in a decomposition of the original

function f and a re-composition after the quantum

compilation;

3) The decomposition procedure has a linear-time complex-

ity and the re-composition phase is constant in time.

These characteristics make the proposed method a possi-

bly useful and fast pre-processing strategy before reversible

synthesis and quantum compilation. The method is based on

a structural non-disjoint decomposition of the input function

called Projected Sum of Products (PSOP), which is an EXOR

based non-disjoint decomposition. PSOP forms are a general-

ization of the standard Shannon decomposition. We consider

this particular decomposition since it is EXOR based (i.e.,

the reconstruction has a very low quantum cost), and the

decomposition process is vary fast (i.e., exhibits a linear time

complexity). Figure 3 shows the standard quantum synthesis

methods and the new proposed one.

The theoretical part of this paper describes the proposed

pre-processing method and the reconstruction strategy. In

particular, we show that after the PSOP decomposition and

the quantum synthesis of the components, it is possible to

reconstruct the original function f adding a constant number

of Toffoli gates (2 or 3) that correspond to 8 or 12 T-gates [10].

Finally, we test the quantum synthesis of PSOP decomposed

functions and we compare the results with the ones obtained

by the classical quantum compilation. The experimental results

show that the proposed pre-processing phase gives better

results for the 61% of the benchmarks with an average gain of

about 22% in terms of T-gates, using the XAG-based quantum

compilation described in [10].

The paper is organized as follows: the preliminary concepts

of projections of functions, PSOP forms, along with reversible

circuits and quantum compilations, are outlined in Section II.

Our proposed new pre-processing strategy for quantum re-

versible synthesis is presented in Section III. We discuss the

evaluation of the proposed method and report our experiments

on a set of benchmarks in Section IV. Finally, the conclusion

of this work is given in Section V.

II. PRELIMINARIES

A. Projections of Functions

PSOP decomposition, originally introduced for logic synthe-

sis in CMOS technology, can be exploited to enable quantum

compilation, as proposed and discussed in Section III. In

this preliminary section, we review some basic concepts of

Boolean space partitioning and we present the projections

exploited in this particular decomposition.

On Exploiting PSOP Decomposition for Quantum 
Synthesis
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Fig. 1. The Boolean space {0, 1}4 partitioned into the two distinct sets
Bx1=p (black points) and Bx1 �=p (white points), with p = x2 · (x3 + x4).

Let us consider the Boolean space with variables

x1, x2, . . . , xn and let xi be one of these variables. Let p
represent a function over a subset of variables excluding

xi, denoted by {x1, . . . , xi−1, xi+1, . . . , xn}. The Boolean

space B = {0, 1}n can be partitioned into two distinct

subsets: the set Bxi=p, where xi equals the function p, and

the set Bxi �=p, where xi is not equal to the function p.

Formally, we have Bxi=p = {(v1, . . . , vn) ∈ {0, 1}n | vi =
p(v1, . . . , vi−1, vi+1, . . . , vn)}, and Bxi �=p = {(v1, . . . , vn) ∈
{0, 1}n | vi �= p(v1, . . . , vi−1, vi+1, . . . , vn)}, respectively.

Example 1: Let us consider the function p = x2 · (x3 + x4)
and the variable x1 in the Boolean space {0, 1}4, which

can be partitioned into two sets. The first set consists the

subspace where x1 = p and the second one consists of the

subspace where x1 �= p. Figure 1 depicts a Karnaugh map

illustrating these two sets, the black points correspond to

Bxi=p = {0000, 0001, 0010, 0011, 0110, 1100, 1101, 1111},

while the white points correspond to Bxi �=p = {0100, 0101,
0111, 1000, 1001, 1010, 1011, 1110}.

It is noteworthy that the Boolean space divides evenly

into these two sets, demonstrating the following general

property [3]: When xi is a Boolean variable and p is a

function represented as p : {0, 1}n−1 → {0, 1} on variables

{x1, . . . , xi−1, xi+1, . . . , xn}, the sets Bxi=p and Bxi �=p are

such that:

1) Bxi=p ∪Bxi �=p = {0, 1}n
2) |Bxi=p| = |Bxi �=p| = 2n−1

3) Bxi=p ∩Bxi �=p = ∅
In the Boolean space B = {0, 1}n, the simplest partitioning

occurs when p equals 1 (or 0). In this scenario, Bxi=1 and

Bxi �=1 represent the subspaces of B where xi equals 1 and

xi equals 0, respectively. The characteristic functions xi and

xi can represent these subspaces [3]. Observe that Bxi=1 and

Bxi �=1 represent the basic partitions of the classical Shannon
decomposition

f = xif |xi=1 + xif |xi �=1

where f |xi=1 and f |xi �=1 denote the two cofactors obtained

from f replacing xi with 1 and 0, respectively.

In [6], [8], a Boolean functional decomposition method is

presented, generalizing the classical Shannon decomposition:

f = (xi ⊕ p)f |xi=p + (xi ⊕ p)f |xi �=p. This method projects

the function f onto the two complementary subsets Bxi=p and

Bxi �=p of the Boolean space B = {0, 1}n. The expressions

xi⊕p and xi⊕p denote the characteristic functions of Bxi=p

and Bxi �=p, respectively. It should be noted that the Shannon

decomposition is a specific case of this partition, where xi⊕1
equals xi and xi ⊕ 1 equals the variable xi.

Example 2: Figure 2 illustrates the Karnaugh map of the

function f = {0000, 0001, 0111, 1011, 1100, 1101, 1111}, in

the right side. Consider Bx1=p and Bx1 �=p as two project-

ing sets with p = x2 · (x3 + x4). As shown in the left

side of this figure, the function f can be projected onto

the two spaces Bx1=p and Bx1 �=p. The resulting projected

functions depend on x2, x3, x4 and can be represented by

f |x1=p = {000, 001, 100, 101, 111} and f |x1 �=p = {011, 111},

respectively.
It is important to point out that Hamming distances can

change when points are projected onto different subspaces.

As a result, they may be combined into larger terms and may

reveal new implications not present in the original function.

For instance, consider the two points in Example 2 represented

by the minterms x1x2x3x4 and x1x2x3x4. We can notice that

their Hamming distance is equal to 2. After the projection onto

the space where x1 �= p, their Hamming distance is reduced

to 1 as they become more similar; thus it is possible to merge

them into the larger product (x3) in f |x1 �=p.

B. PSOP forms
The PSOP decomposition and synthesis approach involves

constructing a circuit for f by exploiting p and the two

projected functions f |xi=p and f |xi �=p. The synthesis for the

projected functions is simpler, compared to f , as they involve

at least one fewer variable, leading often to more compact

circuits. The functions p, f |xi=p and f |xi �=p can be synthesized

using any logic minimization methodologies, including SOP

synthesis and also quantum synthesis. When represented as

sums of products, they form the Projected Sum of Products
form, abbreviated as PSOP(f) and defined as follows [3].

Definition 1: Let f |xi=p and f |xi �=p indicate the projections

of f onto Bxi=p and Bxi �=p, respectively. The PSOP of f with

respect to p is expressed as

PSOP(f) = (xi ⊕ p)f |x1=p + (xi ⊕ p)f |x1 �=p ,

where p, f |xi=p, and f |xi �=p are expressed as SOP forms.
It is worth mentioning that in order to minimize the overall

form, it is possible to further minimize the SOP for p as

well as the two projected SOP forms f |xi=p and f |xi �=p after

projection.
Definition 2: Let p̃ be a minimal SOP form for the function

p and let the minimal SOP expressions for the projections of f
onto the sets Bxi=p and Bxi �=p be represented by f̃ |xi=p and

f̃ |xi �=p, respectively. The minimal PSOP of f with respect to

p is expressed as:

PSOP(f) = (xi ⊕ p̃)f̃ |x1=p + (xi ⊕ p̃)f̃ |x1 �=p .
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Fig. 2. Karnaugh maps of a function f (left) and its corresponding projections onto f |x1=p and f |x1 �=p (right), with p = x2 · (x3 + x4)..

Example 3: Consider the function f = x1x2x3x4 +
x1x2x3x4+x1x2x3x4+x1x2x3x4+x1x2x3x4+x1x2x3x4+
x1x2x3x4 described in Example 2. The minimal SOP form

of this function is x1x2x3 + x2x3x4 + x1x2x3 + x1x3x4.

As shown in Figure 2, the function f is projected onto the

two sets. The minimal SOP forms for the sets Bx1=p and

Bx1 �=p, can be represented by f̃x1=p = x3 + x2x4 and

f̃ |x1 �=p = x3x4, respectively. As the minimal SOP form of p is

p̃ = x2x3+x2x4, the overall minimal PSOP form for f is then

(x1⊕(x2x3+x2x4))(x3+x2x4)+(x1⊕(x2x3+x2x4))(x3x4).
Another useful form is the Pr-SOP for the function f , which

is also known as the PSOP with remainder [3]. It includes a

remainder, containing all products in the SOP expression of

f that intersect both projection sets. These products are called

crossing products, whereas products entirely included in one

of the two projection sets are called non-crossing products.

Definition 3: Let f |xi=p and f |xi �=p denote the projections

of all non-crossing products in a SOP representation of f , and

let r denote the sum of all crossing products. The Pr-SOP of

f with respect to p is expressed as:

Pr-SOP(f) = (xi ⊕ p)f |xi=p + (xi ⊕ p)f |xi �=p + r .

Minimizing all SOP expressions, we derive a minimal PSOP
with remainder.

Definition 4: Let p̃ and r̃ be minimal SOPs form for the

function p and the remainder r, respectively. Let the minimal

SOP expressions for the projections of all non-crossing prod-

ucts of f onto Bxi=p and Bxi �=p be represented by f̃ |xi=p and

f̃ |xi �=p, respectively. The minimal Pr-SOP of f with respect

to p is expressed as:

Pr-SOP(f) = (xi ⊕ p̃)f̃ |x1=p + (xi ⊕ p̃)f̃ |x1 �=p + r̃ .

Algorithms and heuristic methods for minimizing PSOP

expressions have been proposed and analyzed in [3], [5].

C. Reversible Circuits and Quantum Compilation

Reversible circuits have one-to-one correspondence between

their inputs and outputs, ensuring that the number of outputs

is always equal to the number of inputs. In order to assess the

efficiency of such circuits, metrics like the number of ancilla
inputs and garbage outputs are crucial. The number of ancilla

inputs refers to the number of additional input bits required

to make logic gate irreversibles. The number of garbage

outputs signifies the outputs generated to maintain one-to-

one mappings but contain unimportant values. Decreasing

these important features enhances the efficiency of designing

reversible circuit.

Reversible circuits are normally based on Mixed-polarity
Multiple Control (MPMC) Toffoli gates. All functions can

be implemented with these reversible gates. In Figure 6, the

realization of three MPMC Toffoli gates are illustrated, the

notation ⊕ indicates the target line, while the notations • and ◦
denote positive and negative control connections, respectively.

This gate is known as a NOT gate when there are no control

connections. It is classified as a Controlled-NOT (CNOT)
gate when there is only one positive connection, and as a

Multiple-Control Toffoli gate when there are only positive

connections [13].

The synthesis of quantum circuits begins with the design of

reversible circuits. An additional quantum compilation step is

then required to transform reversible circuits, which utilize

gates like MPMC Toffoli gates, into quantum circuits with

functionally equivalent gates.

This process involves decomposing each reversible gate into

elementary quantum gates, based on standard quantum gate
libraries [9], [12]. Adding a quantum compilation step to a

reversible circuit with MPMC Toffoli gates can transform it

into a functionally equivalent quantum circuit that can be im-

plemented on quantum hardware. A quantum circuit as a result

of this transformation maintains the same logical operations as

the original reversible circuit while using quantum gates.

In this work, this mapping will be based on the Clifford+T
library. It includes Pauli, Hadamard, and CNOT gates as

well as T-gate [13]. Since the T-gate is considered as the

most expensive quantum gate, the cost efficiency of quantum

circuits is evaluated in terms of the number of T-gates required.
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Fig. 3. Classical and new minimization strategies without SOP synthesis.

The classical cost in terms of T-gates for the realization of a

2-controlled MPMC Toffoli gates is 4, in accordance with the

algorithm described in [10].

A detailed information on reversible circuits as well as an

overview of efficient quantum compilation methods can be

found in [10], [18].

III. QUANTUM CIRCUITS SYNTHESIS BASED ON PSOP

DECOMPOSITION

In this section, we describe how the PSOP decomposition

of a Boolean function f can be exploited to ease its quan-

tum compilation. More precisely, we show how to combine

quantum circuits for the two projected functions f|xi=p and

f|xi �=p, the function p, and the remainder r, if present, in

order to derive a quantum circuit for the original function f ,

following the strategies depicted schematically in Figure 3.

Potential benefits of this approach are a reduced compilation

time, and a final quantum circuit of reduced area with respect

to the quantum circuit derived compiling directly the function

f without leveraging its PSOP decomposed forms.

As already observed, this new quantum compilation strategy

can be applied to any Boolean function, after the fast PSOP

decomposition step, whose cost is linear in the initial SOP

representation of the target function.

Let f be a Boolean function depending on n binary vari-

ables, and let PSOP(f) and Pr-SOP(f) denote its PSOP forms,

without and with remainder r:

PSOP(f) = (xi ⊕ p)f|xi=p + (xi ⊕ p)f|xi �=p ,

Pr-SOP(f) = (xi ⊕ p)f|xi=p + (xi ⊕ p)f|xi �=p + r ,

where xi is one input variable, p is a function that does not

depend on xi, f|xi=p and f|xi �=p are the two projections of the

SOP expression of f , and r is the remainder. Recall that both

forms can be derived in linear time.

Before the quantum synthesis step, a heuristic SOP mini-

mization step could be performed to facilitate quantum compi-

lation and possibly derive more compact circuits, as shown in

Figure 4. This step can be performed by applying polynomial

time SOP heuristics on all components of the PSOP(f) and

Pr-SOP(f) expressions, which are generally smaller functions,

Classical Minimization Strategy with SOP synthesis

f SOP Synthesis
(Heuristic

Minimization)

(Polynomial Complexity)

f̃ Quantum
Synthesis

Q-Circuit for f

New Minimization Strategy with SOP synthesis

f
Decomposition

(Linear Complexity)

f |x=p

f |x �=p

r
p

SOP Synthesis
(Heuristic

Minimization)

(Polynomial Complexity)

f̃ |x=p

f̃ |x �=p

r̃
p̃

Quantum
Synthesis

Q-Circuit for f

Quantum
Circuit for

Reconstruction

Fig. 4. Classical and new minimization strategies with SOP synthesis.

that depend on fewer variables and contain fewer minterms

than the target function f . Notice that a similar step in the stan-

dard quantum compilation flow, not based on decomposition,

would require the more costly heuristic SOP minimization of

the whole function f . This preliminary minimization is not

mandatory and can be avoided in case of large benchmarks,

whose SOP minimization could result too time demanding.

After the optional SOP minimization step, quantum compi-

lation is applied independently onto the subfunctions p, f|xi=p,

f|xi �=p, and the remainder r (if present).

Finally, we derive a quantum circuit for the overall function

f using the quantum circuits for p, f|xi=p, f|xi �=p, and the

remainder r as building blocks, as shown in Figures 5 and 6.

Before describing how to derive a quantum circuit for a

function f from PSOP decomposition, we state and prove a

proposition that allows to ease the reconstruction strategy.

Proposition 1: Let f be a Boolean function depending on

n binary variables, and let PSOP(f) and Pr-SOP(f) be its

PSOP decomposition without and with remainder, respectively.

The disjunction between the first two terms in both algebraic

expressions can be replaced with an Exclusive Or:

PSOP(f) = (xi ⊕ p)f|xi=p ⊕ (xi ⊕ p)f|xi �=p ,

Pr-SOP(f) =
(
(xi ⊕ p)f|xi=p ⊕ (xi ⊕ p)f|xi �=p

)
+ r .

Proof. Observe that the first two terms in both PSOP(f) and

Pr-SOP(f) represent disjoint sets of points. Indeed, the two

subspaces Bxi=p and Bxi �=p do not intersect, and the product

of their characteristic functions (xi ⊕ p) and (xi ⊕ p) is the

zero function. This immediately implies that the disjunction

can be replaced with an exclusive OR.

This result is important for the reconstruction procedure

since an EXOR can be easily implemented in a quantum circuit

using a CNOT instead of a Toffoli gate.

We now describe the reconstruction procedure of a quantum

circuit for f , considering first the case of PSOP decomposition

without remainder.

The overall quantum circuit for f in this case is obtained

concatenating the two quantum subcircuits for the projections,

that depend on all variables but xi, with the quantum circuit

for (xi ⊕ p), possibly depending on all input variables. The
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|xi〉

Quantum
Circuit

for
(xi ⊕ p)all other variables Quantum

Circuit
for

f |xi=p

Quantum
Circuit

for
f |xi �=p

|0〉 (xi ⊕ p)

|0〉 f |xi �=p

|0〉 f |xi=p

|0〉 f

Fig. 5. Quantum circuit based on PSOP without remainder.

quantum circuit for (xi⊕p) can be derived inserting a CNOT,

controlled by xi, on the output line of a quantum circuit for

p. Note that four additional lines (and therefore four new

qubits) are needed: one for f|xi=p, one for f|xi �=p, one for

(xi ⊕ p) and finally one output line for f . The overall circuit

structure is shown in Figure 5, where two swap gates are used

to bring the qubits for the intermediate results closer to the

corresponding subcircuits. Eventually, two Toffoli gates are

inserted for computing the AND between the projections and

the corresponding subspaces, one described by the subcircuit

for (xi ⊕ p) and the other by its complement. Both Toffoli

gates act on the output line for f , thanks to the fact that

the OR operator in the PSOP expression has been replaced

with an EXOR. The overall methodology is summarized in

the algorithm in Figure 7, and its cost in terms of elementary

quantum T-gates is discussed in the following proposition.

Proposition 2: The number of T-gates required to synthesize

the PSOP-based quantum circuit for f is given by the overall

number of T-gates occurring in the subcircuits for f|xi=p,

f|xi �=p, and (xi ⊕ p), plus 8 additional T-gates.

Proof. Observe from Figure 5 that the three quantum subcir-

cuits for f|xi=p, f|xi �=p, and (xi⊕p) are combined using only

two additional swap gates and two Toffoli gates. Since swap

gates are implemented using CNOTs, only 8 additional T-gates

are required, four for each Toffoli gate [10].

Figure 6 shows the circuit for f based on the PSOP decom-

position with remainder. As already noted in Proposition 1, the

first disjunction can be replaced by an EXOR. Moreover, using

De Morgan’s laws, we can replace the remaining OR with a

NAND. Thus the form becomes

Pr-SOP(f) =
(
(xi ⊕ p)f|xi=p ⊕ (xi ⊕ p)f|xi �=p

)
) ∧ r

The overall quantum circuit for f is thus obtained concatenat-

ing the subcircuits for the projections, for the characteristic

function (xi ⊕ p) of the projection subspace, and for the

remainder r, possibly depending on all input variables.

This time, six additional lines are used: two for f|xi=p and

f|xi �=p, one for (xi⊕p), one for the remainder, one for storing

the intermediate result (xi⊕p)f|xi=p⊕(xi⊕p)f|xi �=p, and one

as output line for f . As before, swap gates are used to bring the

|xi〉

Quantum
Circuit

for
(xi ⊕ p)

Quantum
Circuit
for rall other variables Quantum

Circuit
for

f |xi=p

Quantum
Circuit

for
f |xi �=p

|0〉 remainder r

|0〉 (xi ⊕ p)

|0〉 f |xi �=p

|0〉 f |xi=p

|0〉

|1〉 f

Fig. 6. Quantum circuit based on PSOP with remainder.

qubits for the intermediate results closer to the corresponding

subcircuits.

Two Toffoli gates, both acting on the same line, are then

used for computing the EXOR of the products between the

projections and the corresponding subspaces. A third Toffoli

gate on the output line for f , inizialized with a qubit in

state |1〉, is finally used to compute the NAND between the

complement of the EXOR of the two products on the second

to last line, and the complement of the remainder r.

The overall methodology, summarized in the algorithm in

Figure 8, requires a constant number of additional T-gates for

combining the four quantum subcircuits, as stated and proved

in the following proposition.

Proposition 3: The number of T-gates required by the

quantum circuit based on PSOP decomposition with remainder

is given by the overall number of T-gates occurring in the sub-

circuits for f|xi=p, f|xi �=p, (xi ⊕ p), and r, plus 12 additional

T-gates.

Proof. Observe from Figure 6 that the four quantum subcir-

cuits for f|xi=p, f|xi �=p, (xi ⊕ p), and r are combined using

three additional swap gates, implemented using CNOT gates

only, and three Toffoli gates. Thus, only 12 additional T-gates

are required, four for each Toffoli gate [10].

The overall computational cost of the proposed approach

includes the cost of the projections (linear in the initial SOP

of f ), the cost of the optional heuristic SOP minimization

of f|xi=p, f|xi �=p, p, and r (polynomial), the cost of their

quantum compilation, and the (constant) cost for combining

the quantum subcircuits into a quantum circuit for f .

The cost of the standard quantum compilation would include

the cost of the optional heuristic SOP minimization of f and

the cost of its quantum compilation.

IV. EXPERIMENTAL RESULTS

In this section we evaluate the effectiveness of the proposed

method for the quantum synthesis of PSOP-decomposed func-

tions. We, then, present the computational results achieved

by constructing PSOP expressions for Boolean functions,

and comparing these expressions to their standard quantum

synthesis forms. In order to assess reversible circuits derived
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INPUT
f /* Function in SOP form depending on n variables {x1, . . . , xn} */
xi /* An input variable */
p /* Function in SOP form depending on all input variables, but xi */
f|xi �=p /* Projection of f onto the subspace (xi ⊕ p) */

f|xi=p /* Projection of f onto the subspace (xi ⊕ p) */

OUTPUT
Q /* Quantum circuit for f */

OPTIONAL: Heuristic SOP minimization of p, f|xi �=p, f|xi=p;

Qf�= = QuantumSynthesis(f|xi �=p);

Qf= = QuantumSynthesis(f|xi=p);

Qp = QuantumSynthesis(xi ⊕ p);

Q = Toffoli(Qf�= , Qp) ⊕ Toffoli(Qf= , Qp);

return Q

Fig. 7. Quantum synthesis based on PSOP decomposition without remainder.

from PSOP decomposition and compare them with standard

synthesis derived circuits, we have measured their number of

qubits and also evaluated their cost in terms of elementary

quantum T-gates. Specifically, we mapped each MPMC Tof-

foli gate into elementary quantum gates. This mapping was

performed based on the Clifford+T library and the algorithm

detailed in [10]. Since the T-gate is considered the most

expensive gate in the library, usually the cost of a Toffoli gate

is expressed in the number of T-gates needed for its realization.

For this reason we report the number of T-gates in the tables.

All computational experiments have been run on a In-

tel i7-8550U CPU of 1.80GHz with 16GB of RAM. The

benchmarks utilized are classical benchmarks in PLA form

(classical Espresso and LGSynth’89 benchmark suite [19]).

This choice is due to the fact that the computation of the

function p described in [2] derives from a statistical analysis

of the initial SOP (or PLA) form. The benchmarks in other

classical sets (such as EPFL benchmark suite [16], [17]) are,

unfortunately, not given in PLA form. We further discuss this

point in the concluding section. As representative indicators

of our experiments, we report only a significant subset of the

functions.

The experiments has been conduct using the SOP mini-

mization as described in the strategy depicted in Figure 4,

using ESPRESSO [7] in the heuristic mode for the SOP syn-

thesis. The experimental results are obtained by applying the

XAG-based quantum compilation heuristic proposed in [11].

In particular, we are interested in evaluating experimentally

whether this recent technique could benefit from the PSOP

decomposition of the target function.

The decomposition phase is extremely fast, coherently with

the linear time complexity of the corresponding algorithm [2].

Therefore, the computational times of the standard mini-

mization and the decomposed one are extremely similar. For

this reason the comparison of computational times is not

interesting, and we do not report them in the tables.

In Table I, the names of a significant set of benchmarks,

included in our experiments, are listed in the first column.

The following four columns provide details on the number of

T-gates, which determine the cost, and the number of qubits

required for the quantum circuits obtained from standard

synthesis and PSOP expressions of the benchmarks. As can

INPUT
f /* Function in SOP form depending on n variables {x1, . . . , xn} */
xi /* An input variable */
p /* Function in SOP form depending on all input variables, but xi */
f|xi �=p /* Projection of the non-crossing products of f onto the subspace (xi ⊕ p)*/

f|xi=p /* Projection of the non-crossing products of f onto the subspace (xi ⊕ p)*/

r /* Sum (OR) of the crossing products of f */

OUTPUT
Q /* Quantum circuit for f */

OPTIONAL: Heuristic SOP minimization of p, f|xi �=p, f|xi=p, r;

Qf�= = QuantumSynthesis(f|xi �=p);

Qf= = QuantumSynthesis(f|xi=p);

Qp = QuantumSynthesis(xi ⊕ p);
Qr = QuantumSynthesis(r);

Q1 = Toffoli(Qf�= , Qp) ⊕ Toffoli(Qf= , Qp);

Q = 1 ⊕ Toffoli(Qr , Q1);
return Q

Fig. 8. Quantum synthesis based on PSOP decomposition with remainder.

be seen, we investigate three scenarios for PSOP expressions:

the projection of f with respect to p is first explored as an

AND of two variables (PSOP with AND), secondly as a simple

Boolean variable (PSOP with variable), and lastly as an EXOR

of two variables (PSOP with EXOR). In each scenario, we

examine PSOP expressions both with and without remainder.

As shown in Table I, it is clear that some benchmarks

experience significant advantages from PSOP expressions in

terms of the number of T-gates and the number of qubits

compared to standard synthesis. For instance, the benchmarks

rd73 and sym10 achieve a significant reduction in T-gates and

qubits when utilizing PSOP with EXOR ( with remainder) and

PSOP with EXOR (without remainder), respectively. Specif-

ically, rd73 shows a 49% reduction in T-gates and a 45%

reduction in qubits, while sym10 shows a 47% reduction in

T-gates and an 46% reduction in qubits. However, in some

cases, standard synthesis results in circuits with fewer T-gates

and qubits compared with PSOP-based synthesis. For example,

the addm4 benchmark.

Overall, we can note that the best strategy seems to be the

one where p is a single variable (with or without remainder).

Moreover, the one that uses p as an AND gate is less useful.

This is probably due to the fact that an AND gate has

an expensive (in terms of T-gates) quantum representation.

Meanwhile, the single variable or the EXOR gates require less

expensive quantum gates.

Table II reports a subset of all the benchmarks used in

our experiments. The first column lists the name of each

benchmark. The next group of 2 columns detail the cost and

the number of qubits for the the quantum circuits derived

from standard synthesis and the best PSOP expressions of the

benchmarks. Finally, the last column reports the gain in the

number of T-gates.

According to the results shown in Table II, it is evident that

some benchmarks benefit greatly from the proposed strategy.

For instance, the benchmarks newapla and newxcpla1 achieve

a 71% and 75% reduction in T-gates, respectively. However,

the gain is much less significant for some benchmarks, such

as in0 and in2. In some cases, the best PSOP strategy results

in circuits with a higher number of T-gates, for example adr4
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PSOP with AND PSOP with variable PSOP with EXOR
Standard synthesis Without remainder With remainder Without remainder With remainder Without remainder With remainder

Benchmark T -count # qubits T -count # qubits T -count # qubits T -count # qubits T -count # qubits T -count # qubits T -count # qubits
addm4 1680 429 2048 521 2156 548 2240 569 2244 570 2352 597 2352 597
adr4 108 35 264 74 120 38 216 62 216 62 352 96 440 118
amd 1244 325 1096 288 1128 296 1124 295 1132 297 1140 299 1140 299
apla 404 111 776 204 824 216 724 191 748 197 616 164 632 168
b3 1220 338 1320 363 1200 333 1304 359 1340 368 1272 351 1272 351
b10 1520 396 1424 372 1428 373 1436 375 1468 383 1552 404 1524 397
b12 280 85 344 101 260 80 260 80 236 74 408 117 256 79
bench 228 63 280 76 296 80 264 72 260 71 332 89 332 89
br1 504 138 580 157 496 136 444 123 504 138 524 143 524 143
br2 348 99 348 99 388 109 360 102 368 104 432 120 436 121
co14 192 62 244 75 224 70 192 62 192 62 172 57 180 59
dc2 328 90 424 114 364 100 328 90 328 91 424 114 424 115
exp 1132 292 1280 329 1284 330 1192 307 1208 311 1208 311 1272 327
f51m 454 121 412 111 400 108 508 135 508 135 420 113 416 112
fout 820 211 932 239 928 238 916 235 916 235 900 231 900 231
gary 1716 444 1792 463 1488 387 1612 418 1592 413 1692 438 1440 375
in0 1720 445 1656 429 1668 432 1712 443 1708 442 1720 445 1744 451
in2 1352 357 1632 427 1340 354 1316 348 1352 357 1328 351 1332 352
in3 1284 356 1164 326 1256 349 1224 341 1272 353 1280 355 1240 345
in4 1344 368 1384 378 1288 355 1372 375 1380 377 1344 368 1320 363
in5 1216 328 1160 314 1072 293 1052 287 956 264 1168 316 1088 297
in7 480 146 536 160 348 114 592 174 332 110 432 134 316 106
inc 364 98 444 118 444 118 380 102 384 103 388 104 388 104
m3 1024 264 936 242 948 245 1008 260 1052 271 888 230 912 236
m4 2128 540 1692 431 1592 406 1680 428 1836 467 1944 494 1932 491
max128 1392 356 1196 307 1232 316 1220 313 1260 323 1496 382 1496 382
mlp4 1264 324 1336 342 1308 335 1388 355 1388 355 1316 337 1316 337
newapla 136 46 196 61 72 31 140 47 40 23 200 62 76 32
newcpla1 336 93 464 125 248 72 280 79 320 90 364 100 260 75
newcpla2 228 64 216 61 148 45 236 66 168 49 240 67 152 46
newxcpla1 508 136 528 141 184 56 368 101 128 42 584 155 184 56
p3 632 167 736 193 720 189 584 155 592 157 628 166 620 164
p82 292 78 328 87 320 85 320 85 328 87 368 97 372 98
rckl 520 162 864 248 568 175 544 168 296 107 528 164 568 175
rd73 352 95 344 93 344 93 388 104 312 85 300 82 180 52
root 516 137 520 138 524 139 452 121 452 121 468 125 452 121
spla 2536 650 2720 696 2828 723 3356 855 3464 882 3308 843 3484 887
sqr6 404 108 408 109 416 111 392 105 392 105 440 117 428 114
sym10 1420 365 1080 280 1080 280 804 211 804 211 748 197 756 199
t1 568 163 792 219 792 219 572 164 592 169 816 225 816 225
t3 252 75 244 73 228 69 276 81 272 80 320 92 272 80
tms 744 194 828 215 840 218 704 184 744 194 680 178 692 181
vg2 444 136 440 135 360 116 512 153 364 116 348 112 292 99
x6dn 1112 317 1224 345 1180 334 1080 309 1092 312 1248 351 1308 366
x9dn 408 129 428 134 348 115 436 136 348 115 320 107 256 92
Z5xp1 456 121 380 102 392 105 512 135 520 137 356 96 352 95
Z9sym 828 216 804 210 788 206 692 182 692 182 680 179 680 179

and apla. Overall, the T cost of the best PSOP-based quantum

circuit is significantly lower than that of circuits derived from

standard synthesis.

It is also crucial to minimize the number of qubits in

quantum circuit design. As can be observed in Table II, it

is clear that the best PSOP strategy has a significant effect

on some benchmarks in terms of the number of qubits. For

example, the benchmark newapla and newxcpla1 experiences

more that 50% reduction in qubit numbers. However, the

improvement is much smaller for some benchmarks like b3
and sqr6. In some instances, the best PSOP strategy leads to

circuits with a higher number of qubits, such as in the case

of adr4. In general, we can see that the number of qubits in

quantum circuits based on the best PSOP is notably fewer

compared to the circuits obtained through standard synthesis.

In summary, we have that the proposed strategy gives better

results for the 61% of the benchmarks with an average gain

of about 22% in terms of T-gates, within the same time limit.

Some benchmarks particularly benefit from this strategy, since

their cost gain is more than the 70%.

V. CONCLUSION

This paper has described a pre-processing procedure and

a reconstruction method to ease quantum synthesis. The pro-

posed strategy is given by a PSOP decomposition based on

the expression xi ⊕ p. Moreover, the algorithms have been

experimentally tested on decompositions where p is a variable,

an AND of variables and an XOR of variables, validating the

proposed approach.

The synthesis method based on PSOP decomposition gives

interesting results. Nevertheless, the decomposition is applied

to SOP forms, since the PSOP decomposition is based on some

statistics on the variables appearing in the starting SOP. This

means that the input Boolean function must be represented

with a PLA or any 2 level logic representation.

The future works on this topic should study new methods

for deriving PSOP forms starting from other representations

as AND inverter graphs or ROBBDs. Moreover, another

interesting new direction is the study of the use of other

possible decompositions for easing quantum compilation. For

example, it would be interesting to study “Projected Exclusive

Sum of Products” forms as a starting point for reversible

TABLE I
COMPARISON BETWEEN THE COMPILATION HEURISTIC PROPOSED IN [11] (STANDARD SYNTHESIS) APPLIED AFTER ESPRESSO IN THE HEURISTIC MODE, 

AND THE PROPOSED STRATEGY WITH DIFFERENT OPTIONS OF p WITH AND WITHOUT REMAINDER.
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TABLE II
COMPARISON BETWEEN THE COMPILATION HEURISTIC PROPOSED IN [11]

(STANDARD SYNTHESIS) APPLIED AFTER ESPRESSO IN THE HEURISTIC

MODE, AND THE BEST SOLUTION OF THE PROPOSED STRATEGY.

Standard synthesis Best PSOP Gain
Benchmark T -count # qubits T -count # qubits (T-gates)
addm4 1680 429 2048 521 −
adr4 108 35 216 62 −
amd 1244 325 1096 288 12%
apla 404 111 616 164 −
b3 1220 338 1200 333 2%
b10 1520 396 1424 372 6%
b12 280 85 236 74 16%
bench 228 63 260 71 −
br1 504 138 444 123 12%
br2 348 99 348 99 −
co14 192 62 172 57 10%
dc2 328 90 328 90 −
exp 1132 292 1192 307 −
f51m 454 121 400 108 12%
fout 820 211 900 231 −
gary 1716 444 1440 375 16%
in0 1720 445 1656 429 4%
in2 1352 357 1316 348 3%
in3 1284 356 1164 326 9%
in5 1216 328 956 264 21%
in7 480 146 316 106 34%
inc 364 98 380 102 −
m3 1024 264 888 230 13%
m4 2128 540 1592 406 25%
max128 1392 356 1196 307 14%
mlp4 1264 324 1308 335 −
newapla 136 46 40 23 71%
newcpla1 336 93 260 75 23%
newcpla2 228 64 148 45 35%
newxcpla1 508 136 128 42 75%
p3 632 167 584 155 8%
p82 292 78 320 85 −
rckl 520 162 296 107 43%
rd73 352 95 180 52 49%
root 516 137 452 121 12%
spla 2536 650 2720 696 −
sqr6 404 108 392 105 3%
sym10 1420 365 748 197 47%
t1 568 163 572 164 −
t3 252 75 228 69 10%
tms 744 194 680 178 9%
vg2 444 136 292 99 34%
x6dn 1112 317 1080 309 3%
x9dn 408 129 256 92 37%
Z5xp1 456 121 352 95 23%
Z9sym 828 216 680 179 18%

logic synthesis, instead of Exclusive Sum of Products (ESOP)

expressions [15].
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multiplicative complexity in logic networks for cryptography and secu-
rity applications,” in Proceedings of the 56th Annual Design Automation
Conference 2019, DAC 2019, Las Vegas, NV, USA, 2019, p. 74.

[18] R. Wille, S. Hillmich, and L. Burgholzer, “Efficient and correct compi-
lation of quantum circuits,” in 2020 IEEE International Symposium on
Circuits and Systems (ISCAS). IEEE, 2020, pp. 1–5.

[19] S. Yang, “Logic synthesis and optimization benchmarks user guide
version 3.0,” Microelectronic Center, User Guide, 1991.

DSD’2024 and SEAA’2024 Works in Progress Session  AUG 2024 

20



DSD’2024 and SEAA’2024 Works in Progress Session  AUG 2024 

COSOI: True Random Number Generator Based on 
Coherent Sampling using the FD-SOI technology 

Licinius Benea, Florian Pebay-Peyroula, Mikael Carmona 
Univ. Grenoble Alpes, CEA, Leti, 

Grenoble, France 
{licinius-pompiliu.benea, florian.pebay, 

mikael.carmona}@cea.fr 

Romain Wacquez 
CEA-Leti, Mines Saint-Etienne 

Gardanne, France 
romain.wacquez@cea.fr

Abstract— This work presents a proof of concept of the 
implementation of a Coherent Sampling Ring Oscillator TRNG 
(COSO-TRNG) using the Fully Depleted Silicon On Insulator 
(FD-SOI) technology. COSO-TRNG appears as one of the best 
structures optimizing the throughput per area trade-off and 
having a model for its entropy source. The back-biasing capability 
of the FD-SOI technology is proved here to be a very simple and 
efficient technique for the ring oscillator frequency calibration 
needed for the coherent sampling method. This is the first 
demonstration of feasibility of COSO-TRNG validated on ASIC 
FD22nm. A throughput of 3.36 Mbits/s was obtained, equivalent 
to results in the literature. 

Keywords— True random number generator, coherent sampling, 
phase noise, jitter, ring oscillator, Allan variance, noise models, 
Fully Depleted Silicon On Insulator 

I. INTRODUCTION

True Random Number Generators (TRNG) are an essential 
brick for any cryptographic system. In contrast to PRNGs 
(Pseudo Random Number Generators), which use a known 
nonce to generate random numbers, TRNGs are based on 
physical phenomena. As a consequence, current standards 
imposed by BSI (Bundesamt für Sicherheit in der 
Informationstechnik) [1], NIST (National Institute of Standards 
and Technology) [2] and ISO (International Organization for 
Standardization) [3] demand a stochastic model capable of 
estimating the entropy of the generated bits. The model should 
be based on the known characteristics of the physical noise 
source. 

For this reason, ring oscillators (RO) are a widespread choice 
due to their well-established models. Random number 
generation originates from phase noise, which represents the 
difference in time between the expected and the measured clock 
signal. The position of this variation, called jitter, translates into 
random values. In the literature, there is a great variety of 
proposed designs and their respective models: the Elementary 
Ring Oscillator TRNG [4], the Coherent Sampling Ring 
Oscillator TRNG [5], [6], the Transition Effect Ring Oscillator 
TRNG [7], [8], the Edge Sampling TRNG [9] and the Multi-
Ring Oscillator TRNG [10], [11].  

All principles considered, the Coherent Sampling Ring 
Oscillator (COSO) TRNG is an interesting choice due to its 

simplicity, low area and relatively good output [12]. Moreover, 
the COSO has the unique digitizing architecture that contains the 
total failure alarm by design. Nevertheless, its functionality is 
conditioned upon a perfectly controlled ratio between the 
frequencies of the two ring oscillators, which varies on the basis 
of the local mismatch inherent to all contemporary silicon 
technologies. This has thus so far hindered the widespread use 
of the COSO TRNG. In order to overcome this issue, multiple 
solutions were proposed. Peetermans et al. [13] introduced a 
dynamic calibration mechanism using a combination of four 
multiplexers (MUXs) configured statically to switch between a 
multitude of possible paths, in order to achieve the desired 
precision on the RO frequencies. Other architecture proposed by 
Tang et al. [14] uses a trimming capacitor bank, which is 
connected to all inverter stages of the ring oscillators. Despite 
their benefits, these approaches change the RO architecture for 
which the existing ring oscillator phase models may not apply 
directly. 

This article proposes a new approach based on the Fully 
Depleted Silicon on Insulator (FD-SOI) technology specificities. 
This technology allows the use of a secondary transistor gate 
(back gate) in order to tune transistor characteristics. As such, 
the back gate biasing is used here in order to modify the 
threshold voltage of the transistors constituting the ring 
oscillator, and, as a consequence the ring oscillator nominal 
frequency without modifying the RO architecture. 

The article is organised in the following way: Section 2 
presents a description of the FD-SOI technology, of the working 
principle of COSO-TRNG and of the utilized ASIC structure. In 
Section 3, the results obtained on an ASIC structure are 
presented: inherent technology variability and its impact on the 
output signal of COSO-TRNG, influence on parameters as a 
consequence of back-gate voltage variation and the implications 
on entropy. Finally, conclusion and perspectives are presented 
in the last section. 

II. METHODS

This section provides an all level description of the device 
studied in this work, beginning with general information about 
the FD-SOI transistor, exposing the working principle of the 
COSO-TRNG and, finally, a description of the experimental 
setup.  
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A. FD-SOI technology
The FD-SOI technology is semiconductor fabrication

technique that offers significant advantages over traditional bulk 
CMOS (Complementary Metal-Oxide-Semiconductor) 
processes. Its main characteristic is related to the ultra-thin 
insulating layer called BOX (Buried Oxide), which physically 
delimits the transistor channel (Fig. 1). This reduces leakage 
currents enhancing energy efficiency and enables very efficient 
electrostatic control of the channel at lower gate length. The N-
Well and P-Well doped regions below the thin BOX can act a 
second gate with a very efficient coupling to the channel forming 
a very well-established and already adopted option for power 
management in the market of connectivity. Indeed, the back-
biasing capability of FD-SOI is particularly noteworthy, as it 
allows for dynamic adjustment of the threshold voltage, 
providing a flexible trade-off between performance and power 
savings. Moreover, the difference between the capacitances of 
the front-gate and back-gate allow a precise adjustment of the 
transistor threshold voltage. Studies in the literature show a 
threshold voltage tuning capability of the order of 100 mV/V 
[15]. This signifies that for every 1 V applied on the back-gate, 
the threshold voltage of the transistor shifts 100mV.

B. COSO-TRNG
The COSO-TRNG working principle is based upon

sampling one ring oscillator (RO1) with another ring oscillator 
(RO0), see Fig. 2 (a). When the signal from RO1 is in advance 
with respect to the signal of RO0, the D flip-flop generates a “1”. 
Respectively, when the RO1 is behind RO0, the D flip-flop 
generates a “0” (Fig. 2 (b)). The length of the resulting signal 
(called “beat”) is inversely proportional to the difference in 
periods of the two ring oscillators according to the following 
formula: 

= | |

where , are the average periods of RO0 and RO1, 
respectively.

The length of the beat signal and the variations around it 
represent the framework allowing the generation of bits through 
the LSB (Least Significant Bit) and the characterization of the 
noise source through, for example, the variance. The 
mutualisation of bit generation, total failure test and entropy 
source characterization on a single output variable constitute one 
of the key advantages of the structure.

C. Our setup
The device under test (DUT) is fabricated using the 22 nm

FD-SOI technology. The results presented in this article use a 
structure with two ring oscillators made up of one NAND gate 
for the enable/disable function and 216 inverter stages 
amounting to a nominal frequency of 269 MHz. The physical 
implementation of the two ROs are fully similar and the 
difference in frequency is only explained by local variability of 
the technology. The ROs are designed with LVT transistors, 
with flipped well, meaning that the application of a back bias to 
these transistors lead to FBB (Forward Body Bias) which 

increases the frequencies of the ring oscillators. As the goal of 
the designed structure was to make a proof of concept, the back 
bias voltage (VBB) is applied externally on the RO1 oscillator. 
For the sampling oscillator (RO0) the back bias voltage is set to 
0 V. A counter after the D flip-flop measures the length (in 
periods of RO0) of the beat signal.

Fig. 2. Architecture of the COSO-TRNG (a) and schematic representations 
of the signals (b)

III. RESULTS

In this section, we present the results and analysis of the 
obtained on the structure described in the previous section. 

A. Inherent variability and effect on Nmean

By developing equation (1), the inverse for Nmean can be
determined as:

= 1

0
1

By assuming a Gaussian distribution of T0 and T1 as a result 
of fabrication, their quotient also follows a Gaussian distribution
according to [16]. Therefore, Nmean follows an inverse Gaussian, 
or Wald distribution. Fig. 3 presents the results obtained from 42 
identically fabricated ring oscillator pairs on 3 separate chips. By 

Fig. 1. Schematic representation of a FD-SOI transistor
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determining distribution parameters = 161 and = 170, one 
can simulate a Wald distribution results using the iinvgauss
function of the Python scipy library [17]. Results presented in 
Fig. 3 fit measured data. We conclude that Nmean follows a Wald 
distribution with an average value of 161 for measured devices.

B. Counter variation against VBB

Body biasing modifies the frequency of RO1, and, therefore
the difference in period between RO0 and RO1. This in turn, 
modifies the value of Nmean. 

The histograms corresponding to the measured counter 
values obtained for different VBB varying from 0 V to 1.6 V are 
traced in Fig. 4. The mean value of the histograms increases as 
the frequencies of RO0 and RO1 are closer and then decreases 
when they come apart. Additionally, the histograms 
corresponding to higher Nmean approach more a Gaussian 
behaviour. This is due to a better measurement precision, which 
is in this case 1/Nmean. The histograms are, in fact, discrete 
representations of jitter for different accumulation intervals 
corresponding to Nmean periods. A higher Nmean accounts for a 
better measurement precision of jitter, but also for a higher 
accumulation time.

For the same sample, Fig. 5 presents the variation of Nmean
for different VBB. As observed from Fig. 4, the mean counter 
value increases as the frequencies of the two ring oscillators are 
closer and decreases when their frequencies are further apart. 
For the presented device, the maximum value of 121.43 is 
reached for VBB = 0.3V.

The average counter value gives access to the difference in 
frequency between RO0 and RO1 (equation 1). Assuming a 
nominal frequency of 269 MHz, one can determine the 
difference in frequency. The results are presented in Fig. 6 and 
show a quadratic behaviour. According to [18], the frequency of 
a ring oscillator is quadratically dependent on the overdrive. The 
latter represents the difference between the voltage applied to 
the transistor gate and the threshold voltage of the transistor. 
Assuming a linear dependency between the threshold voltage 
and the back-bias voltage, as shown in [15] for the range of 
values used in this case, the frequency of RO1, and thus the 

difference in frequency between RO1 and RO0 should vary 
quadratically depending on VBB. The quadratic fit of the 
measured values presented in Fig. 6 proved the validity of this 
assumption. More importantly, we observe that for a large 
spectrum of low VBB values (inferior to 0.8V), there is a very 
low variation of the difference in frequency, enabling a fine 
tuning so that the frequencies of the two ring oscillators are as 
close as needed.

Fig. 4. Histogram of counter values mesured for different VBB

Fig. 5. Variation of Nmean in function of VBB

a.

Fig. 6. Calculated difference in frequency = | | calculated 
for different VBB

Fig. 3. Histogram of measured Nmean values on 42 devices (blue) and 
simlulated Wald distribution based on extracted parameters (red).
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C. Variance of counter values
The variance of jitter is the property which directly

determines the entropy of the TRNG [4]. The variations of 
counter values are a discrete representation of jitter sampled with 
a precision of 1 bit. The physical origins of jitter are thermal 
noise and flicker noise [18]. Thermal noise is completely 
random and uncorrelated which makes it an ideal source for 
TRNG applications. On the other hand, flicker noise originates 
from two major phenomena [19]: carrier number fluctuation due 
to presence of traps at the interface between the gate oxide and 
silicon, and mobility fluctuation due to Coulomb scattering. This 
type of jitter introduces correlations in the bit series extracted 
from jitter and can decrease the quality of randomness. The 
variance of the accumulated jitter varies linearly in the case of 
thermal noise jitter (predominant for low accumulation times) 
and quadratically for flicker noise jitter (predominant for higher 
accumulation times) [18]. Depending on the number of 
accumulation periods N, the variance of jitter follows a quadratic 
law:

= + +

Where a0, a1, a2 are the corresponding coefficients attributed to 
jitter resulting from quantization, thermal and flicker noise, 
respectively. 

The variance of counter values for different mean counter 
values (obtained by varying VBB) is traced in Fig. 7. The latter 
accounts here for the number of accumulated periods. The curve 
begins with a plateau with values close to 1/12, which 
corresponds to the quantization noise measured with a precision 
of 1 bit [20]. The curve has a quadratic behaviour, as expected 
theoretically.

Fig. 7. Variance of counter values for different mean counter values.

In order to further investigate the amplitude of the measured 
thermal and flicker contributions to jitter, variance was also 
traced for counter values corresponding to all VBB values (Fig. 
8). This time, the accumulation periods are multiples of Nmean. 
Moreover, in this case, the Allan variance [21] was used a 
proposed in [22], [23]. The curves in a log-log scale show a 
quadratic behaviour, with slopes equal to 1 for low accumulation 
times, accounting for the thermal dominant region, and with a 
slope equal to 2 for higher accumulation times, highlighting the 
effect of flicker noise. However, the calculated values of Allan 
variance are higher for curves corresponding to higher Nmean. 
This effect can be observed for equivalent accumulation times, 
where, in some cases, even an order of magnitude of difference 

can be seen. Moreover, the curves corresponding to low Nmean
values present a predominantly linear behaviour, whereas the 
curves corresponding to high Nmean values show a quadratic 
behaviour. An analysis of the correct noise amplitudes will be 
carried out in the followings.

Fig. 8. Allan variance vs. accumulation times corresponding to multiples of 
Nmean for VBB varying from 0V to 1.6V

The amplitudes of the corresponding thermal and flicker 
contributions to jitter can be determined by fitting the variance 
curves and extracting the a1, a2 coefficients, which correspond to 
thermal and flicker noise amplitudes, respectively. As the 
accumulation times cover multiple orders of magnitude, a 
normalized regression method is needed. A classical method 
would grant disproportionately higher weights to larger values. 
The Least-Squares Normalized Error (LSNE) method was used 
for its simplicity and effectiveness [24]. 

The obtained coefficients determined from the curves in Fig. 
8 are represented in Fig. 9 and Fig. 10 for flicker and thermal 
noise respectively. One can observe that in both cases, there is 
an increase in coefficient values, which is correlated with the 
increase in Nmean, especially for VBB values where Nmean is 
greater than 100 (VBB between 0.2V and 0.4V). For a1, we 
consider those values as an overestimation due to the fact that 
the curves are essentially in a quadratic domain. Also, the values 
corresponding to VBB greater than 1.2V also present higher 
values, which may be attributed to an overestimation of thermal 
noise due to a poor measurement precision (high quantization 
noise) as observed in [25]. Consequently, the thermal noise 
amplitude coefficient can be determined by averaging the 
obtained coefficients, excluding the values from the ranges 
mentioned in previous paragraphs. The obtained value of a1 is 
2.73 10-3.

D. Entropy and output
Due to intrinsic correlated behaviour of flicker noise, only

the thermal component of jitter is used as a legitimate entropy 
source.  

The COSO-TRNG model presented in [13] makes the 
assumption that the distribution of counter values is Gaussian, 
without making any distinction about the origin of the
accumulated jitter. The min-entropy is determined as:

= log ( , )
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Where p0, p1 are the probabilities that the counter value is even 
or odd, respectively. i.e. the LSB of the counter value is 0 or 1, 
respectively.

A model which takes into consideration only the thermal 
contribution of jitter in order to determine a minimum bound for 
entropy is presented in [4]. The equation describing the entropy 
is:

= 1 4

Where T is the thermal jitter, T0, T1 the periods of the sampling 
and sampled RO, respectively and N the accumulation time in 
periods of RO0.

This model is conceived for the Elementary RO TRNG, but 
the formula can be adapted to the COSO-TRNG by replacing 
equivalent terms:

= 1 4

Where = is the normalized variance of jitter coming 

from thermal noise and = is the adjustment 
coefficient equivalent to the ratio of the periods of the two ring 
oscillators.

The obtained results for the min-entropy estimation are 
presented in Fig. 11. While the results obtained from [13] are 
discrete, as they are obtained from counter values, the model in 
[4] allows obtaining a continuous function based on the value a1
determined in the previous section. In order to obtain an entropy
greater than 0.9998, the minimal accumulation times in periods
of RO0 are N > 80 for [13] and N > 74 for [4]. In order to
accommodate both conditions and considering the frequency of
RO0 at 269 MHz, the calculated output of the TRNG is
3.63MHz. This is equivalent to results obtained in the literature
[12], [13].

E. Discussion about noise composition
The point of equivalence between thermal and flicker noise

contributions (NC) can be determined by calculating the ratio 
a1/a2. The obtained values for different VBB are presented in Fig. 
12. The results prove that thermal domain is limited to
accumulation times lower than N = 100 periods of RO0. This
may explain the cause of the greater values of variance observed 
for Nmean greater than 100.

By using the coefficients for the worst case at VBB = 0.2V, 
the thermal noise and flicker noise composition is traced in Fig. 
13. One can observe that even for low accumulation times,
flicker noise plays an important part in the mix. For example, a
combination of 10% flicker and 90% thermal is already reached
at N=11 periods. This might be enhanced by the use of the
advanced 22nm FD-SOI technology. This shows that for newer
technological nodes, flicker noise represents a major part of the
mixture and its influence on entropy estimation needs to be
understood [26].

Fig. 9. Flicker noise coefficient for different VBB values

Fig. 10. Thermal noise coefficient for different VBB values

b.

Fig. 11. Measured minimum entropy estimation of our TRNG according to 
[13] and [4]

Fig. 12. Accumulation time in periods of RO0 (NC) at thermal-flicker 
equivalence.
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Fig. 13. Noise composition for VBB = 0.2V

IV. CONCLUSIONS

This work presents a proof of concept of the implementation 
of a COSO-TRNG using the FD-SOI technology. The back-
biasing technique, specific to this technology, proved to be well 
suited for the ring oscillator frequency calibration needed for the 
coherent sampling method.

The isolation of thermal noise needed to determine the 
entropy proved to be a complex issue. A deep analysis needs to 
be done by varying different parameters to obtain the correct 
estimation. By applying two distinct models, a throughput of 
3.36 Mbits/s was obtained, equivalent to results in the literature.

Further work need to be realized on the study of the different 
noise sources present in the architecture, optimisation of the 
design, improvement of the figures of merit and on the statistical 
tests adapted to the COSO-TRNG.
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Abstract—This paper addresses sustainability criteria and 
Electronic Design Automation (EDA) needs. We aim to optimize 
the operational stages of an EDA Flow and address a series of 
investigations to reduce carbon footprint. Our main purpose is to 
optimize the design flow, considering sustainability criteria to 
reduce the environmental impact of EDA tools. First, metrics 
correlating sustainability and design project complexity are 
provided and implemented as part of an EDA design solution, 
which INNOVA Advanced Technologies proposes. Second, the 
INNOVA design solution provides job scheduling based on 
sustainability criteria. Typical case studies are provided in this 
paper. 

Index Terms—EDA, Sustainability, Eco-design. 

I. INTRODUCTION

In recent years, the global drive toward an environmentally 
sustainable society has increasingly relied on advancements in 
the semiconductor industry. Historically, this industry has 
prioritized making chips smaller, faster, and more energy 
efficient, often overlooking environmental impacts. 

The rapid increase in chip production is responsible for 
considerable environmental effects, including the 
environmental impacts of the different design phases [1]. Hence, 
the ecological dimension of a chip design is becoming strategic. 
Therefore, the association of eco-design metrics with traditional 
power/performance/area (PPA) design metrics is no longer 
optional for next-generation integrated circuits. 

As computing technology and digital accessibility continue 
to expand, the carbon footprint of the Information and 
Communication Technology (ICT) sector—measured in CO2 
emissions—is projected to exceed its current 1.2-2.4% share of 
global emissions [2]. In 2022 alone, there was a significant rise 
in digital adoption, with 192 million new internet users, 85  

million new mobile phone users, and 300 additional 
hyperscale data centers expected to be operational by 2024 [3]. 

Indeed, in digital and electronics in general, it is known that the 
most polluting stages are the extraction and production of raw 
materials. The production of most of our mobile phones, 
computers, and televisions accounts for almost 80% of the 
greenhouse gas emissions that these devices will produce 
during their lifetime [4]. Some studies deal with the life cycle 
as a whole and focus on these stages [5] [6] [7] [8] or on 
recycling and reuse [9] [10]. However, upstream, the design of 
electronic components also has an impact, and notions of 
ecological impact can also guide the choices made for this 
design. Indeed, there are no small savings when it comes to 
environmental footprint. 

Despite advances in technology scaling and Electronic 
Design Automation (EDA) that have led to the creation of 
energy efficient VLSI systems, the overall environmental 
impact has continued to rise over the past decade. This increase 
is primarily due to the carbon emissions associated with chip 
design and manufacturing, known as the embodied carbon 
footprint. To reduce the environmental footprint of electronics 
and computing devices, it is essential to develop new tools that 
enable designers to make informed sustainability decisions 
throughout the design process. Every step, from EDA tools and 
design flows to manufacturing, is crucial in enhancing 
sustainability. 

The future of electronics lies in sustainable EDA and 
manufacturing steps. This approach prioritizes reducing 
environmental impact and maximizing energy efficiency 
throughout the product life cycle. Incorporating eco-friendly 
principles into EDA tools empowers engineers to design 
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electronic circuits with lower power consumption, sustainable 
materials, and optimized resource utilization. This approach 
directly tackles the pressing issue of electronic waste (e-waste) 
and associated carbon footprints, ensuring adherence to 
evolving environmental regulations and promoting responsible 
business practices. Moreover, sustainable EDA facilitates 
environmentally conscious and socially responsible product 
development. 

Today, typical System on Chips (SoC) design projects can 
involve the efforts of tens to even hundreds of engineers, with 
an average project design time of nine to twelve months [11]. 
Costly design resources are usually required: design automation 
tools and libraries, third-party intellectual-property cores, and 
computing server farms for data and design jobs processing. 
Another equally critical component is the increased focus on 
sustainability and, more precisely, design resource management: 
the need to adopt more environmentally responsible design 
practices. In parallel, during the design of complex chips, cost 
reduction is becoming a real challenge for small, medium, and 
large companies. Resource management is a key to containing 
design cost [12]. 

However, despite the growing pressure among stakeholders 
to control the environmental effects of chip design, no standards 
or international agreements to formalize these mitigation efforts 
have yet been established. Nevertheless, in line with ISO 
environmental recommendations [13], eco-design in the 
microelectronics industry must consider the impact of the full 
life cycle and adopt a systematic approach to design, especially 
for complex systems such as SoCs. 

With climate change accelerating, it is important to measure 
and reduce the environmental impact of all areas of human 
activity. This is particularly true for the production of electronic 
components, as the number of electronic devices has increased 
enormously in recent decades; this trend looks set to continue 
[4] [14], and the planet’s resources are limited. Recently,
various studies have presented several sustainability methods
and approaches in electronics and semiconductors. However,
most of the scientific contributions target electronic product life 
cycles.

The main methodology and criteria for measuring the impact 
of a product or service is Life Cycle Assessment (LCA). This 
involves analyzing various stages in their life, from design to 
end-of-life, via the extraction of raw materials, production, 
distribution, and use. It enables us to identify the environmental 
impact stages (consumption of fossil resources, consumption of 
rare earths, greenhouse gas emissions, water consumption, 
pollution of natural environments, etc.) and to find solutions to 
reduce this impact. Life-cycle analysis involves many players 
throughout the product value chain, such as the various service 
providers and suppliers, and even beyond, by including 
consumers or users, right through to recovery and recycling. 
Nevertheless, these studies need to address the impact of EDA 
tools and flow for chip design on the process itself. 

Inspired by the principles of environmental sustainability—
namely”reduce” and ”reuse”—this work explores the potential 
for creating a Sustainable EDA flow. We propose tools 

incorporating sustainability considerations in chip design 
through optimal design space exploration with environmental 
impact as a key criterion and within the EDA flow. Our 
approach combines complexity metrics with strategies to 
reduce the computational effort involved in designing each 
component of the SoC. 

Fig. 1. Life Cycle Assessment.

We introduce SoC Planner, a concept to develop a new 
generation of design exploration solutions for modern System 
on Chips in a collaborative project. The main objective is to 
push the design one step further through automation and 
optimal planning for efficiency in the design process. This 
project intends to help in the automatic exploration and 
optimization of SoC design configurations based on several 
criteria, such as power, performance, and area, by considering 
the ecological dimension during the design process. 

Energy consumption analysis directly impacts climate 
change. Such analysis correlates to selecting and assigning 
design resources when starting a new design project. This is 
particularly true for integrated circuits with large production 
volumes. During the chip design process, computing servers are 
used that have a high calculation capacity and significant power 
consumption of several megawatts per design flow execution. 
Each tool used for design, verification, or simulation might 
need to be used for several days, significantly impacting power 
consumption. Further, many tasks — up to 20% — can fail 
without yielding convincing results. Climate change mitigation 
requires using all possible means to avoid wasting energy, 
especially on tasks that may prove useless. 

This paper is organized as follows. Section II presents an in-
depth SoC Planner project detailing its primary tools and 
functionalities. Section III exposes the INNOVA EDA solution 
for metrics evaluation, followed by Section IV, which discusses 
the scheduling and allocation of resources based on eco-design 
criteria. Finally, Section V concludes the paper and discusses 
future works. 

II. SOC PLANNER

With the miniaturization of components, transistor density is 
increasing faster than the productivity of system-on-chip 
designers and the improvement of EDA tools. Therefore, the 
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SoC Planner Project aims to provide system-on-chip designers 
with a solution to the explosion in design costs, particularly for 
advanced nodes. This project intends to develop an innovative 
and indispensable reference software suite for all hardware
designers, enabling automatic configuration and planning of the 
next generation of system-on-chips, guaranteeing the best 
compromise regarding cost, performance, and eco-design 
criteria.

Fig. 2. SoC Design Planning with Sustainability Measures.

The main novelty of the SoC Planner project is to limit the 
number of possible configurations for a complex system-on-
chip from the very start of a new design project. It is usual to 
have hundreds of thousands or even millions of possible 
configurations for a single project. SoC Planner innovation will 
drastically reduce this number to a set of relevant configurations 
in line with the scope of the designer specifications at early 
stages. This will significantly reduce the number of design 
cycles (iterations of the product development) and, 
consequently, in development cost savings. An eco-design 
dimension is also taken into account to enable precise 
measurement of environmental impact at the start of a new 
system-on-chip design project, and the minimization of this 
criterion in the same way as the usual performance criteria 
(consumption, time, surface area).

Fig. 3. SoC Planner design flow.

SoC Planner addresses sustainability at the early stages of SoC 
design by integrating eco-friendly principles throughout every 
step of the design process. It starts with the ADECA 
(Automated Design space Exploration for Computing 
Architectures) tool, which automates the exploration and 
optimization of computing architecture designs to find the most 
suitable configurations and guides designers toward more 
energy-efficient and resource-aware solutions. Next, thanks to 
the SoC Compiler tool, we automate the generation of RTL and 
the integration of IPs into a larger SoC, streamlining this 

process and reducing errors. Finally, the design flow 
optimization is achieved through INNOVA Project 
Management (PDM), the design management platform that 
helps reduce costs by simplifying flow and resource 
management for SoC and complex electronic systems. The 
following sections detail the tools: SoC Compiler, A-DECA, 
PDM.

A. A-DECA framework:
A-DECA aims to address the complexity involved in

designing many-core processors by using a modular and 
automated methodology for the exploration of design 
parameters [15].

This methodology concentrates on several key aspects by 
breaking down the challenges of designing and optimizing a 
complex computing architecture into distinct domains, each 
equipped with suitable representations and tools to address its
specific sub-problem. A-DECA is implemented to be modular 
and versatile, not restricted to a specific set of parameters 
imposed by the simulator. Its modularity allows it to adapt to 
different architectural requirements, ensuring its relevance 
across diverse applications from High-Performance Computing 
to Artificial Intelligence IPs and embedded systems. Integrating 
eco-design principles emphasizes sustainability, guiding the 
design process to minimize environmental impact while 
maintaining high performance. Here are the key features of its 
implementation:

A-DECA places a strong emphasis on sustainability by
incorporating eco-design principles. A-DECA inherently 
promotes sustainability and environmental friendliness by 
focusing on configurations that minimize area and reduce 
energy consumption. This approach ensures that the resulting 
processors are powerful and efficient and align with eco-
friendly design principles, reducing their overall ecological
footprint and aligning technological advancements with 
environmental stewardship.

B. SoC Compiler

Defacto Technologies proposes a front-end SoC integration
tool called SoC Compiler [16]. It is a software gamechanger for 
front-end SoC design. This platform addresses the challenges 
of integrating increasingly complex SoCs with a high level of 
automation, all before the logic synthesis stage. It excels at 
managing a multidimensional design flow, considering various 
aspects like RTL code, pre-designed IP blocks (described by IP-
XACT), timing constraints, power consumption, physical 
layout plans, and test requirements. This unified approach 
ensures that the SoC design considers all these factors, leading 
to a more optimized and robust end product at the early stages. 
This tool provides significant advantages, including achieving 
optimal Power-Performance-Area (PPA) targets within tight 
schedules. It accomplishes this through extensive automation of 
SoC integration tasks before logic synthesis. SoC Compiler 
promotes design reuse of up to 90% by leveraging existing RTL 
code and design collateral. Its integration with existing EDA 
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tool flows is facilitated through support for high and low-level 
APIs in different programming languages (Tcl, Python, Perl, 
C++, Java). This software enables SoC creation even in 
incomplete design blocks or views. SoC Compiler is used most 
of modern chip design, offering a sophisticated and efficient 
path to design highly integrated, performance-optimized, and 
reliable circuits for various applications, including automotive 
systems and industrial devices. Its ability to establish complex 
design processes is a key element in advancing integrated 
circuit technology. 

C. Project and Design Management (PDM) solution
INNOVA’s Project and Design Management (PDM) is a

unified software platform integrating project management 
presented in figure 4, design flow, and resource management 
into a single software environment. PDM is thus multi-user, 
opening to a wide audience: design project managers, design 
engineers, purchasing departments, and human resources. 
INNOVA’s PDM provides the infrastructure to track the usage 
of different resources (EDA tools, servers, engineering 
resources, libraries, etc.). It can be securely plugged into any 
existing IT environment and inter-operates with standard 
project, license, and server management tools [17]. 

INNOVA approach is to provide automated measures, which 
help detect and filter design and resource configuration that 
directly impact power consumption and design project 
sustainability in general. INNOVA PDM design solutions 
measure if sustainability conditions are fulfilled and help 
differentiate between different configurations. Configuration 
means design options, resource options, and design flow 
altogether. Therefore, the functionalities and access rights to 
PDM are distributed between these users. PDM key features are 
summarized as follows: 

• It is scalable or extensible, that is to say, it is easily
interfaced with existing information systems;

• It ensures consistent data throughout the life of a project,
including design information, design assets, design flows,
and proprietary project management tools;

• It ensures real-time synchronization with design data.
Being fully compatible with existing software, such as user

selected design software and directory management software, 
PDM serves as a single portal, thereby reducing the complexity 
of using dedicated design tools and environments. This 
platform is based on a unique representation model of the 
different entities handled (software, flows, servers, project, 
human resources), which ensures interoperability between the 
three key areas: management of design flows, management of 
resources, and project management. In addition, this technology 
can integrate both software aspects, such as design software 
licenses, and hardware aspects, such as calculation servers, 
particularly regarding flow management and control. Design 
entities can include a project, a design stream, design data, or a 
design resource, such as a server or a license for design software. 
The design process for a complex SoC requires unified project 
management, with strong links among the entities involved (see 

figure 4). Such a management process allows full traceability 
of the use of design resources. 

Therefore, integration with PDM contributes to achieving the 
overall design flow optimization goals, as presented in the next 
section. 

Fig. 4. Innova Unified Design and Project Management design environment.

III. ECO-DESIGN AND SUSTAINABILITY 
METHODOLOGY BASED ON PDM

INNOVA initiated the work to develop the eco-design and 
sustainability methodology, which will be validated and 
adopted during the “SoC Planner” project. This methodology is 
based on the following structuring elements: 

• The development of an ecological footprint that will
represent a decision-making aid for designers of complex
SoCs;

• The prediction of failure or success of design tasks using
a learning engine which will limit the waste of resources
due to the launch of design tasks whose probability of
success is quite low;

• The allocation of resources taking into account eco-design
criteria;

• Mapping and Scheduling of design tasks taking into
account eco-design criteria.

A. Generation of an ecological footprint/score
The generation of an ecological footprint accompanying the

different design stages is at the heart of the eco-design 
methodology of INNOVA’PDM. Such a footprint will help 
design engineers make task launch decisions related to the 
impact of resource consumption and, therefore, energy. It is 
noteworthy that PDM already provides several complexity 
metrics that target design configuration, design flow 
configuration, design resource configurations, etc. An adequate 
combination of these metrics reflects a project’s complexity. It 
provides a meaningful score to deem an SoC project highly, 
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medium, or low complex. This directly impacts the project’s
sustainability and its related impact on power consumption. We 
illustrate these metrics here through the typical use case 
presented below.

B. Typical Case Study – Flow complexity metrics
The flow complexity metric is part of other metrics of an

overall sustainability score. This score is considered to compare 
the complexity of different design projects. Here, the focus is 
on design flows and their related complexity. The main 
objective is to be able to compare different versions of the same 
design flow. In other words, for one design flow, how complex 
are the changes if we decide to split or partition a complex SoC 
design into 2, 3, 4, or 5 partitions/parts towards logic synthesis. 

Fig. 5. Typical flow use cases for multi-partitions SoC design.

Designers know this as parallel vs. serial synthesis. Two 
different metrics are computed: cyclomatic complexity and N-
path metrics. These two metrics reflect the graph complexity 
for design flows. Table I below provides the related complexity
values. The first column gives the number of steps, and the next 
two are the metrics Cyclomatic complexity and N-Pat, 
respectively. 

TABLE I
DESIGN FLOW : COMPLEXITY METRICS.

Metrics: Cyclomatic complexity N-Path
2 parts 7 10
3 parts 9 22
4 parts 11 50
5 parts 13 114

As we can see in the graph of Figure 6 below, several parts 
directly impact the flow complexity: as expected, cyclomatic 
complexity shows that we increase the number of linearly 
independent paths - each new part adds two linearly 
independent paths; N-path shows that we have increased 
number of possible paths exponentially. Indeed, a new step has 
two potential paths, success or failure, multiplied by other 
possible paths. Finally, the weighted average shows that the 

needed resources are directly proportional to the number of 
parts. 

Fig. 6. Evolution of complexity compared to number of parts and number of 
paths.

IV. SCHEDULING AND ALLOCATION OF RESOURCES
BASED ON ECO-DESIGN CRITERIA

Traditionally, design tasks are executed according to the rule 
of “First In, First Out” without any consideration of the 
availability of resources (servers, design software licenses, etc.). 
INNOVA PDM shortens the execution times of design tasks 
thanks to optimized management of resources (licenses, 
servers), reducing waiting times to access such resources. Thus, 
by having an overall view of the tasks to be executed and their 
need in terms of resources, it is possible to schedule these tasks 
in such a way as to reduce blockage scenarios and bottlenecks 
due to lack of resources, as illustrated in the figure 7 below. 
Indeed, the first schedule takes the tasks in the arrival order (red, 
blue, then yellow) and executes them as soon as resources are 
available. The second one identifies that executing the red tasks 
first induces long waiting times and will focus on implementing 
the blue tasks first. One of the key points for task scheduling to 
be most effective is estimating the duration of a task. INNOVA’s 
PDM, through automatic learning from previous executions, is 
a central element for the automatic estimation of task execution 
time.

Fig. 7. Automated management of design tasks and jobs based on resource 
availability.
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As illustrated in figure 7, when design jobs are executed 
based on available resources, the resources consumed during a 
design project will be positively impacted. For example, a 
longer execution for the logic synthesis design step (usually 
called silicon compilation) can mobilize up to ten servers, 
which results in a consumption of around 40kWh. Consumption 
management at all levels will thus enable significant energy 
performance for complex digital integrated circuits. With a 
global view of the design tasks and the resource requirements, 
design decisions can be made based on resource availability, 
yielding more predictable project outcomes. Such visibility 
opens new options for design and resource allocation and 
scheduling, with the ability to modify the list of design tasks 
and shift or cancel unnecessary ones. Managers can now order 
design tasks based on resource availability and define the 
priorities for each task. Design managers and decision-makers 
can focus design teams on those tasks related to higher-priority 
and strategic projects. 

V. CONCLUSION

The future of electronics lies in sustainable EDA and 
manufacturing steps. In this work, we incorporate eco-friendly 
principles into EDA tools to empower engineers in the design 
of electronic circuits with lower power consumption, 
sustainable materials, and optimized resource utilization. In a 
collaborative project, we introduce SoC Planner, a concept to 
develop a new generation of design exploration solutions for 
modern System on Chips. The main objective is to push the 
design one step further through automation and optimal 
planning for efficiency in the design process. Modern project 
management methodologies are required to address current 
resource management challenges during the SoC design 
process, enabling design entities to manage design projects 
jointly and with the resources necessary. Beyond cost, eco-
design is a dimension of SoC design that EDA tools can no 
longer ignore. This work has presented a new EDA design 
approach and solution that considers sustainability key when 
qualifying an SoC design project. The strategy is structured 
around complexity metrics and job scheduling based on 
resource availability criteria. As a perspective for this work, 
new metrics will be added to the current INNOVA design 
solution. 
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Abstract—One common characteristic of High-Performance 
Computing (HPC) and Cyber-Physical Systems (CPS) is their need 
for heterogeneous energy-efficient solutions. In this work we 
present a library for FPGA-accelerated dense matrix 
multiplication which is flexible, open-source, written in purely 
synthesizable C and has no dependencies on the actual hardware 
implementation tools. Our library is designed so as to support 
arbitrary array sizes and accuracy, making it a versatile and 
adaptable solution that meets the diverse computational 
requirements of applications all the way from CPS to HPC. Our 
approach provides an adaptable solution that efficiently exposes 
the flexibility and performance of the FPGAs to both novice and 
expert developers which is not the case with the black-box libraries 
provided by the FPGA manufacturers. Our approach has been 
evaluated in a number of state-of-the-art AMD FPGAs; the end 
results demonstrate that the presented implementations can 
achieve 9x, 34x and 3x gains, in terms of energy efficiency, when 
compared with embedded, high-end CPUs and GPUs respectively. 
Moreover, our solution matches or slightly outperforms the most 
advanced similar FPGA-tailored approach while also being much 
more flexible and designer-friendly while also library-
independent. 
Keywords-High-Performance; Computing; Neural Networks; 
Matrix Multiplication; AMD FPGA; Vitis 

I.  INTRODUCTION

In recent years, the complete computing continuum has 
undergone a significant transformation, fueled by the growing 
demand for computing power in a range of domains, such as 
scientific simulations, machine learning, and data analytics. At 
the same time FPGAs have become a captivating solution to 
tackle the increasing demand for computing power at a relatively 
low power envelope, thanks to their parallel processing 
capabilities and flexibility. 

One very widely used function in numerous CPS and HPC 
applications is the multiplication of dense matrices (e.g. crucial 
for linear algebra computations). The efficient execution of 
dense matrix multiplication on FPGAs has been the subject of 
extensive research [1], [2] because it has a direct significant 
impact on the overall computational throughput and energy 
efficiency of FPGA-based HPC and embedded systems.  

Although several optimization techniques for both CPU and 
GPU architectures have been presented [3], [4], a comparable 
set of guidelines and principles for code optimizations in High-
Level Synthesis (HLS) design flows has yet to be established. 

1https://github.com/angelosathanasiadis/Gemm-HLS-Fully-Parametrizable  

Furthermore, due to the low clock frequency, lack of cache, and 
fine-grained configurability of FPGAs, naive HLS 
implementations, very often, have low performance and 
relatively high-power consumption and require significant 
transformations so as to surpass the multi/many core CPUs and 
GPUs in terms of speed and/or energy efficiency. 

This paper presents a generic open-source solution for HLS 
design flows allowing for the implementation of high-
performance dense matrix multiplication on modern AMD 
FPGAs. Specifically, the contribution of this paper can be 
summarized as follows: 

An open-source library1 designed to accelerate dense
matrix multiplication of any size and datatype by
extracting parallelism in two dimensions. This purely
Synthesizable C library provides very high
configurability and flexibility in order to take full
advantage of the resources of modern AMD FPGAs
without any dependency on the hardware
implementation tool (e.g. version of the tools) or any
external library.
An innovative flow that enables designers to easily
develop FPGA-accelerated applications, that involve
matrix handling, using the presented fundamental
structures minimizing the development and verification
time while achieving high performance and energy
efficiency.
The effectiveness and performance of this library have
been rigorously and comprehensively evaluated when
implemented on both small and high-end FPGAs and it
has been proved that our solution outperforms CPUs,
GPUs and even relevant FPGA-tailored approaches.

The presented library will be part of a larger library for 
efficient matrix handling (which is under development) while it 
has already been used in a full-precision Convolutional Neural 
Network (CNN) acceleration framework implemented in 
multiple FPGAs. 

II. RELATED WORK

Ahmad and Pasha [2] investigated several optimization 
techniques for hardware-accelerated general matrix 
multiplication on FPGAs, with a specific focus on CNNs. In 
contrast to [2], our approach provides a comprehensive library 
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that empowers users to customize FPGA-based matrix 
multiplication to their unique computational requirements, 
irrelevant of the application domain.  Although Haghi et al. [5]
present a reconfigurable FPGA assistant for in-network 
computations, with an accompanying case study on distributed 
matrix multiplication, their study focuses on reconfigurable 
compute-in-the-network FPGA assistance for collective 
support. Our work is orthogonal to this since it mainly aims at 
taking full advantage of the hardware resources of a single 
FPGA while providing adaptability for i) implementation in 
different FPGA devices and ii) easy integration with design 
flows which focus on distributed FPGAs. 

De Fine Licht et al. [1], [6] presented their research results 
on transformations of HLS code for HPC and flexible 
communication respectively. However, their approach has 
certain limitations : i) they are dependent on the HW 
implementation tool (e.g. they can be used only up to AMD Vitis 
2021.12), which limits their use and ii) they rely on a hardware 
library  developed by the authors, tailored to the FPGA 
implementation tool, which introduces a certain tool dependency 
and thus undermining the adaptability and scalability of their 
approach, while they do not exploit state-of-the-art HBM2 
memories. In comparison to those studies, we present a 
methodology that is independent of specific hardware tools and 
libraries and is implemented purely in C with HLS pragmas. 
We, thus, establish a more robust and sustainable solution for 
enhancing computational performance in HLS designed FPGA 
systems. 

Moving to the GPUs area, several studies have explored the 
use of cuBLAS for efficient matrix multiplication on GPUs, as 
well as optimizations for power efficiency and fault tolerance
[3]. For AMD GPUs, rocBLAS high-performance library has 
been developed for matrix operations exploiting the specific 
architectural features of AMD hardware. Authors in [4] present 
a robust framework built on rocBLAS that efficiently handles 
batched matrix multiplications, even with unbalanced input 
sizes, showcasing rocBLAS's flexibility and efficiency. While 
our performance metrics indicate slower computation times 
compared to GPU-based solutions such as cuBLAS and 
rocBLAS, our approach demonstrates significantly higher 
energy efficiency. This makes our approach particularly 
advantageous in power-constrained environments, where energy 
consumption is critical.

III. IMPLEMENTATION

A. Reference Implementation
In order to demonstrate our optimization flow, we start with

a basic reference matrix multiplication implementation, in which 
we adopt a simple effective HLS pipeline approach aiming at 
maximizing the computational efficiency on the targeted 
FPGAs. The algorithm comprises of nested loops that 
meticulously traverse matrices A, B, and C, and calculate the dot 
product of a row from matrix A with a corresponding column 
from matrix B. The key element is the HLS pipeline directive, 
which allows the execution of one multiplication and one 
addition in a single clock cycle achieving a relatively high 

2 https://github.com/spcl/gemm_hls/issues/25

throughput and performance. However, the main drawback of 
this method is the excessive memory accesses to external 
DRAMs & HBMs (i.e. in total M*N*K accesses in all arrays) 
preventing further parallelization.
B. Vectorization

In traditional FPGA matrix multiplication implementations,
the frequent accesses to external DRAMs have been a serious 
performance bottleneck since each DRAM access adds latency 
and consumes valuable energy. In our approach we propose the 
use of 512bit vector elements so as to dramatically reduce the 
number of DRAM accesses. This reduction is achieved by 
aggregating multiple data points into a single, wide uint512_t 
element, effectively consolidating data transfers and parallel 
computations. The use of uint512_t elements results in improved 
FPGA Block RAM (BRAM) utilization since by using wider 
data elements we increase the utilization of each BRAM 
memory. In addition, since modern FPGAs are connected to 
multiple memory banks with dedicated channels (e.g., multiple 
DRAM modules or HBM lanes), we split data transfers into a 
parameterizable number of memory banks/lanes to increase the 
effective external memory bandwidth.
C. Innovative Optimization flow

Moreover, as illustrated in Figure 1, we utilize the internal
BRAMs in conjunction with HLS streams, to optimize also the 
on-chip memory access patterns and further increase the 
computational efficiency. We allocate BRAM resources for 
matrix BRAM_B and use HLS streams for matrices A and C. 
Stream_A and Stream_C_in are used to read matrices A and C 
respectively from external memories (DRAMs/HBMs) and 
Stream_C_out to transfer the data from the internal computation 
modules back to the external memories.

Next
Step

Previous
Step

Write C

Read 
C

Read 
A

Stream_A

Stream_C_outSSCompute 
Engine

Stream_C_in

BRAM_B

BU
FF

_N

BUFF_K

Read B

Figure 1: Architecture of Innovative Optimization flow
The aforementioned technique leads to a significant decrease 

in the effective latency associated with off-chip memory 
retrieval, thereby diminishing idle time caused by external 
memory latency; Listing 1 presents the optimized external 
memories total accesses which are at least 3 orders of magnitude 
less than the reference implementation. In addition, streams 
enable a continuous flow of data between processing elements, 
without the need for intermediary storage in BRAMs, 
minimizing the latency and resource overhead. By leveraging 
streams, data are transferred directly between producer and 
consumer processes, facilitating pipelined execution and 
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enhancing parallelism. This direct transfer mechanism reduces 
the need for on-chip memory for temporary storage, leading to 
more efficient resource utilization and higher throughput. 
Furthermore, streams can handle variable data rates more 
effectively ensuring that processes are not overwhelmed by the 
rate of data production.

Our optimization approach is based on four (4) fully 
configurable parameters:  buffer sizes BUFF_K and BUFF_N, 
which are used for the on-chip memory utilization for arrays B 
and C, as well as loop unrolling parameters UNROLL_N and 
UNROLL_K, which show the level of unroll that will happen in 
each dimension. These parameters enable us to customize the 
architecture to fully utilize any FPGA architecture/size and 
memory technology/topology. Through the careful selection of 
buffer sizes and unrolling factors, we can enhance memory 
access patterns and computational parallelism, achieving an 
optimal balance between resource usage, in case there are 
additional modules that are also placed on the same device, and 
throughput. 

To provide further clarification, as illustrated in Figure 2, 
Stream_A is read in uint512_t quantities in order to reduce 
latency even further. After that, Stream_A and BRAM_B are fed 
to the computational part in order to calculate the outcomes. The 
outcomes for the whole BUFF_K dimension are stored in 
BRAM_C array and then streamed through Stream_C_out in 
WriteC-sized blocks.  

Moreover, we strategically utilize the #pragma HLS pipeline 
in the matrix multiplication computation tile. This directive 
plays a critical role in enabling fully pipelined processing for the 
entire tile. In terms of the implemented Synthesizable C code, 
each iteration of the loops becomes a distinct processing step 
executed within a single clock cycle. In that respect we reduce 
pipeline stalls, guaranteeing an uninterrupted stream of data to 
the multiplication and addition hardware and thus achieving 
efficient parallel fully-parameterizable processing of 
UNROLL_N*UNROLL_K*VECTOR elements in a single 
(1) clock cycle. Finally, our library can further parallelize the
kernel operations by allocating matrices among the different
Sliced Logic Regions (SLRs) of the recent AMD Alveo devices
achieving even better performance and energy efficiency.
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Figure 2: Architecture of Compute Engine

IV. EVALUATION
Table 1: Results with multiple matrix dimensions

We have evaluated the efficiency of our open-source, fully 
parameterizable, purely-C library for dense matrix 
multiplication when implemented in numerous FPGA boards. In 
order to comprehensively evaluate the efficacy and robustness 
of our proposed matrix multiplication approach, multiple 
experimental runs were executed across varying dimensions as 
presented in Table 1. The experimental results demonstrate that 
we can achieve high performance in diverse dimensional 
configurations which highlights the wide applicability of our 
approach. The maximum performance achieved is 249 GFLOPS 
for matrix sized of M=2048, K=16284 and N=4096 on a high-
end FPGA (AMD Alveo U55C) and 24 GFLOPS for matrix 
sized of M=512, K=1024 and N=2048 on an embedded one 
(Kria KR260), while the performance is also relatively high in 
smaller matrix sizes, in contrast to the GPU implementations.

To demonstrate further the effectiveness of the presented 
approach we compare the non-optimized reference model, the 
fully optimized model on both a high-end FPGA (AMD Alveo 
U55C) and an embedded one (Kria KR260), the parallel 
execution of matrix multiplication using OpenMP in a multicore 
CPU and using CUDA on an NVIDIA T4 GPU. In all 
experiments the array dimensions which are M=2048, K=4096, 
and N=16384 are selected so, as to be different from our optimal 
configuration, demonstrating also the flexibility of our approach.
Furthermore, the results obtained from numerous experiments 
with different dimensions are fully inline with those presented 
in Figure 3.  As illustrated in Figure 3, our implementation in 
the embedded FPGA is two orders of magnitude faster than the 
reference implementation and 9x times faster compared to the 
fully parallelized algorithm executed on an embedded ARM 4-
core CPU (Cortex-A53); those numbers include all the memory 
accesses and the external memory technologies and topologies 
are exactly the same in both cases. Similarly, our fully optimized 
approach when implemented on the Alveo U55C board is appro-

M K N U55 
[GFLOPS]

U55 
[Exec.]

KR260 
[GFLOPS]

KR260 
[Exec.]

512 1024 2048 207 0.0104s 24 0.89s
1024 2048 4096 215 0.08s 22.6 0.76s
1024 4096 2048 219 0.078s 22.6 0.76s
2048 2048 2048 215 0.08s 22.3 0.77s
2048 4096 16384 229 1.2s 22 12.5s
2048 16384 4096 249 1.1s 22 6.25s
4096 4096 4096 229 0.6s 22 12.5s

initialize BRAM_B[BUFF_K][BUFF_N]
initialize BRAM_C[BUFF_N]

for ex_k from 0 to K with step BUFF_K:
    for ex_n from 0 to N_512 with step BUFF_N:

  // Read B - K*N/VECTOR Accesses
  for k from 0 to BUFF_K, n from 0 to BUFF_N:

  BRAM_B[k][n] = DRAM_B512[];
#pragma HLS DATAFLOW

  // Read A - M*K*N/(VECTOR*BUFF_N) Accesses
  for m from 0 to M, k from 0 to BUFF_K/VECTOR:

  stream_A << DRAM_A512[]
  // Read C_in - M*K*N/(VECTOR*BUFF_K) Accesses
  for m from 0 to M, n from 0 to BUFF_N:

  stream_C_in << DRAM_C512[]
  // Main Loop
  for m from 0 to M:

  for k from 0 to BUFF_K/VECTOR:
  #pragma HLS pipeline
  //Perform Efficient Parallel MM Computation
  //UNROLL_N*UNROLL_K*VECTOR elem. in 1 cycle
  for n from 0 to BUFF_N:

  stream_C_out << BRAM_C[n]
  // Write C
  for m from 0 to M, n from 0 to BUFF_N:

    DRAM_C512[] << stream_C_in + stream_C_out

Listing 1: Innovative Memory Access
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Table 2: Comparison to previous FPGA implementations

ximately three orders of magnitude faster than the reference 
implementation and 10x times faster compared to the fully 
parallelized algorithm executed on an Intel Xeon E5-2620 v4 (8 
cores). In order to further compare the overall efficiency of the 
presented approach with that triggered by the software 
implementation, the GFLOPS/Watt for each implementation 
were also measured. Based on our measurements we achieve 
34x and 9x higher energy efficiency than the best CPU parallel 
implementation in an Alveo U55C and a Kria KR260 
respectively. Moreover, our design, when implemented on the 
Alveo, is 3x more power efficient than the CUDA 
implementation on an NVIDIA T4 GPU which is also 
implemented on a better CMOS technology (12nm for T4 vs 
16nm for U55c).

Table 2 presents the comparison of our approach with other 
FPGA-tailored similar systems. From those, the only open 
source widely used library for dense Matrix Multiplication is the 
one in [6] so we tried to implement it in our reference modern 
FPGAs. However, even though it is an open-source library, it 
has rather limited applicability because it requires AMD Vitis 
v2021.1 or older as also referred in Section II. As a result, we 
implemented it in the largest FPGA supported by this version of 
the tool we had available (i.e. Alveo U200). In addition, [6]
utilizes a specialized hardware library, which also makes it less 
flexible, than our purely C-based approach. As shown in the 
table, our design achieves 9.02 GFLOPS/Watt, while gemm_hls' 
implementation triggers 8.49 GFLOPS/Watt for the same 
utilization percentage (229 GFLOPS compared to 211 GFLOPS 
from gemm_hls).3  

More importantly, our methodology has been developed 
with a focus on simplicity and wide compatibility, eliminating 
the need for any specific external libraries and HW 
implementation tools. The designer-friendliness and the 
flexibility of our approach enables even non-advanced designers 
to seamlessly develop matrix-multiplication modules, probably 
within broader systems (e.g. CNNs or Deep Neural Networks).

V. CONCLUSIONS AND FUTURE WORK
This paper presents an open-source, FPGA-tailored library 

for dense matrix multiplication that is implemented in purely 
synthesizable C, thus providing very high flexibility and 
adaptability. The easily customizable parameters allow users to 
maximize resource utilization and performance and/or energy 
efficiency for any given FPGA device from low resources to 
high-end ones. Our evaluation demonstrates that our library 
outperforms both embedded and high-end multi-threaded CPUs 
and GPUs. The pioneering nature of the tool is highlighted by 
the absence of a similar open-source solution, positioning it as a 
valuable resource for those looking for easily programmed, yet 
high-performing FPGA acceleration.
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gemm_hls [6] Alveo U200 58% 44% 211 74 8.49 ×
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Abstract— The technological advancement of Industry 4.0 and 
the Internet of Things has brought significant changes and 
benefits to the industry, allowing observation, control, and 
decision-making in industrial processes from anywhere in the 
world and in real-time. This article presents the power of a 
Mitsubishi RV-2AJ Industrial Robotic Arm using haptic 
technology "Senso Glove" and real-time 3D visualization, 
enabling users to interact and control the arm's movements. For 
the implementation, data is processed in Unity and sent to the 
"Firebase" cloud, where this data is requested by an embedded 
system to subsequently be converted into commands for arms
control, specifically in the coordinates "X", "Y", "Z," and in the 
opening or closing of the gripper. The results demonstrated that 
the arm can be controlled from the gloves, opening various
applications. Additionally, an accuracy of 87.8% was achieved in 
the conducted tests, with an average communication time of 815 
milliseconds.

Keywords— Senso Glove, Mitsubishi RV-2AJ Robotics Arm, 
Internet of Things, Unity.

I. INTRODUCTION

There is an overwhelming technological advancement and 
computational systems [1] that strengthen the Internet of Things, 
cloud computing, Big Data analytics, cybersecurity, simulation, 
digital transformation, and artificial intelligence, among others, 
which are integral to progress. These directly impact the final 
cost of our product [2]. Thus, Industry 4.0 aims for sustainability 
and improvement in production processes.

Robotic arms are also constantly evolving to provide their 
best services based on needs [3], handling hazardous tasks for 
operators such as managing radioactive elements [4], and 
ensuring precision and accuracy in certain processes, for 
example, in the pharmaceutical or automotive industry. In their 
basic form, they are composed of links, joints, and their end 
effector, the latter being a highly versatile tool that depends on 
the task the arm performs [5]. Motors in the joints allow the 
rotation or translation of the links. With the advancement of 

computing, they become more robust, acquiring diverse 
capabilities and designs, enabling the creation of complex 
geometries with high precision [6], and implementing advanced 
control techniques.

An example is the development of the modeling of the 5-axis 
Mitsubishi RV-2AJ robotic arm in SolidWorks by [7]. It stands 
out for not risking the actual robotic arm to conduct functional 
tests and make necessary corrections for its optimal operation. 
Another way to control the arm is remote, as implemented by 
[8], who, through the internet and an internal network within the 
laboratories, achieve manipulation of the RV-2AJ arm to 
conduct practical exercises for students. In real-time, students 
have a video feed and can observe the arm's manipulation based 
on parameters they input into the software externally. The 
human-robot communication interface has been increasingly 
developed [9]. They devised an interface where sensors can 
capture electromyographic signals from the human body's 
bioelectrical signals, allowing the generation of commands for 
robotic arm manipulation.

Wireless gloves (Senso Glove) enable the detection of every 
hand movement [10]. They contain sensors that transmit 
information about the current state of the fingers, palm, and 
wrist. These gloves are continually being updated, with the 
information sent via radio frequency to the computer to be 
extracted and simulated in a virtual environment.

Currently, the Internet of Things is booming, referring to the 
interconnection of intelligent devices to a global network that 
links the physical and digital worlds. There is a diversity of 
interconnected smart devices [11], leading to the emergence of 
smart homes. In these homes, appliances, sensors, and actuators 
are monitored and controlled remotely through the Internet [12].

Thus, the industrial RV-2AJ arm is controlled using wireless 
gloves (Senso Glove) and its respective simulation. The 
computer receives data wirelessly transmitted by the gloves, 
which is then processed in simulation software (Unity) and sent 
to the cloud (Firebase). Subsequently, the data is retrieved by an 
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electronic card (ESP32) to determine the instruction to be sent 
to the RV-2AJ arm and execute the corresponding action. This 
action may involve movement along the vertical or horizontal 
axis or maintaining a stationary position. Simultaneously, the 
virtual arm is configured to replicate the same movements as the 
physical arm.

II. PREVIOUS CONCEPTS

A. Mitsubishi Melfa RV-2AJ Robotic Arm
It is of the angular or articulated type, small, compact, and

powerful, featuring five joints, each with a specific range of 
motion [13]. The robotic arm is equipped with brushless AC 
servo motors, and its end effector is a pneumatic gripper 
designed to hold objects weighing up to 2 kg [14]. It finds 
applications in the medical field for sample handling and in 
education for tasks like palletizing or recreating a two-
dimensional drawing, among others. There are three ways to 
control it [15]: through manual control using the R28TB, by 
executing a Melfa IV program in the arm's controller, or 
externally by sending commands through RS-232 serial 
communication.

B. Senso Glove
It is a hardware device (wireless glove) that enables human-

robot interaction by capturing hand movements [10]. Utilizing 
inertial measurement unit sensors, it features eight sensors 
communicating at a speed of 400 Hz, with a latency of 15 ms. 
Additionally, it includes a controller for virtual reality or 
augmented reality and vibration motors for user feedback [16]. 
The sensors incorporate a gyroscope, allowing the measurement 
of orientation in three dimensions, including the pitch, roll, and 
yaw angles for each finger, palm, and wrist. Moreover, they 
provide information about the speed at which our fingers or the 
entire hand is moving.

C. Firebase
It is one of Google's cloud-related products that provides

services such as [17] storage, hosting, instant messaging, user 
self-identification, and real-time NoSQL database. In the case of 
the NoSQL database functionality, it synchronizes all clients in 
real time, providing each with an instance to automatically 
receive updates. It is used in multiple applications, including 
web services, mobile applications, and sensor data, 
implementing data encryption security [18]. This involves the 
use of a digital certificate that authenticates identity, enabling a 
secure connection.

D. Internet Of Things
Technological advancement is overwhelming, being in the

fourth industrial revolution [19], defined as the connection of 
sensors and actuators to the internet, sending real-time 
information to assess changes and control objects or phenomena 
in both physical and digital processes. Additionally, objects 
interact with each other, and their information is collected and 
evaluated. To achieve this, high-speed internet, data storage, and 
computing power are essential [20], leading to the use of cloud 
computing technology. Its applications are diverse, ranging from 
video security in communications, automobile navigation 
systems, telemedicine, production systems, home automation 
[21], and more. It is a comprehensive multidisciplinary system, 

ensuring the security and reliability of data transmission. While 
the initial implementation cost is high, it provides accessibility 
from anywhere in the world. 

III. METHODOLOGY

A. Developed Proposal
Perform control of the Mitsubishi RV-2AJ arm through the

Senso Glove (Figure 1). The wireless glove operates in the 868 
MHz ISM band. The information it sends to Unity (version 
2021.3.19f) is processed based on the arm's movements and sent 
to the cloud using one of the Firebase Realtime Database 
services that utilizes the WebSocket protocol. At the moment it 
is sent, it is also processed for the digital arm, which depends on 
this data for its movement. Subsequently, the sent information 
will be read by the ESP32 electronic card, which interprets and 
sends commands serially for the movement or activation of the 
gripper of the RV-2AJ arm. Below is a detailed breakdown of 
each configuration segment to achieve the proposed objectives.

Fig. 1. Design of control and simulation using the Senso Glove for the 
Mitsubishi RV-2AJ arm.

B. Virtual Design
In this case, a 3D CAD design software is used to create a

virtual arm that replicates the key features of the physical arm, 
including its base, links, and end effector, while adhering to its 
dimensions to ensure similarity.

Upon importing it into the Unity scene, it will be scaled 
using the Transform scale function: 0.05 for proper 
visualization. It is important to note that to emulate the 
movement of the physical arm, it must be constructed in a way 
that allows its joints to be programmatically controlled. For this 
purpose, the SolidWorks program was used, which enables the 
design of each movable piece individually and then assembling 
them. This assembly is saved in STL format to be imported into 
Blender software, version 3.1.2, and subsequently exported as 
an FBX file without any modifications.

Finally, the virtual arm is integrated into the glove scene, 
creating a scenario for the simulation of both at the same time, 
as shown in Figure 2
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Fig. 2. Virtual integration of the RV-2AJ Arm and the Senso Glove hand, 
initial positions.

C. Glove Calibration
Firstly, to acquire data, communication is established

between the glove and the computer through the 
Senso_DK3_GUI software. The calibrated glove and its 
connection, receiving real-time sensor data, can be observed. 
This communication occurs via radio frequency in the 868 MHz 
band. Upon initiating the software, it allows the user to calibrate 
the glove in case it is misconfigured, ensuring that hand 
movements align coherently with the received data through an 
animated visualization.

D. Communication
In the following Figure 3, the information flow is identified,

starting from the gloves that have wireless communication with 
the PC. The data is processed within the Unity program through 
its C# scripts, structured for interpretation, and then sent to the 
Firebase Realtime Database. Subsequently, the electronic board 
will constantly evaluate the changes in the database and process 
them into corresponding commands for the RV-2AJ arm. It is 
worth noting that there is electronic hardware to accommodate 
the communication voltage levels between the ESP32 (0 to 3.3 
V) and the Melfa CR1-571 arm controller (-15 to 15 V). This
results in an action on the arm, whether it is to move, stop, or
open and close the gripper.

Fig. 3. Communication Diagram for RV-2AJ Arm Control.

E. Programming
In the Unity software, using the C# language, classes,

methods, and variables from the freely accessible Senso gloves 
package (SensoHandSDK.unitypackage) are interpreted. These 
elements help obtain information sent by the gloves, allowing 

for the creation of new scripts based on specific needs. In this 
case, the scripts are developed to control both the physical RV-
2AJ arm and its digital counterpart. The obtained ranges are 
associated with movements in two axes and the actions of the 
end effector. These relationships also guide the movements of 
the digital arm, such as moving from left to right, from top to 
bottom, or vice versa, and opening or closing the end effector.

In the following (see Figure 4), the MoveXY class diagram 
illustrates the analysis of data obtained from the 
SensoHandExample class, specifically data related to the palm 
and middle finger. The acquired information is segmented to 
conceptualize it according to our requirements, which, in this 
case, determines an action in the RV-2AJ arm. This allows for 
control of movements along the "Y" and "Z" coordinate axes and 
the opening and closing of the end effector gripper.

Additionally, the corresponding data is sent to the Firebase 
database to be read as needed. For the MoveArm class, control 
was implemented for the digital arm, which mimics the 
movement of the physical arm. Necessary calculations are 
performed to utilize Euler functions, ensuring the normal 
development of joint and link movements. Unity's nesting object 
property is also emphasized during this process.

Fig. 4. Control System, Classes for Sending Information of the Digital and 
Physical Arm.

The real-time location of the physical arm can be requested, 
and this information is sent by the arm in a character string 
containing the corresponding values of its current location. The 
respective functions are used to obtain these values, making 
them usable locally or externally.

IV. RESULTS

A. Data Presentation
In Table I, two segments of 30 samples each are

summarized, one when communication is optimal and the other 
when there is an initial delay in the received signal intensity. 
These data were extracted from the Senso_DK3_processing 
Windows console, which is activated when the gloves 
communicate with the computer.

TABLE I. QUALITY OF RECEIVED SIGNAL INTENSITY

UNITY

MoveXY

- database : FirebaseDatabase
- reference : DatabaseReference
+ SensoHandExample : SensoHandExample
+ valPalmX,valPalmY,... : float
+ u1=0,fpsCount,long01,... : int
+ Result="" : string
- caso : Transform

- Update() : void

MoveArm

+ BaseWil : Transform
+ dataDirection : MoveXYZ
- Au,Bu,Efector,... : float
- w1,w2,w3,...: int
+ Value,ValuePrevious : string

- Update() : void
- Enviar_Va...(sender : object, e: Va...) : void
- Character01 (digit : char) : float

DataFirebase(ESP32)

- a1=1,a2=1,a3=1,... : int
- c=5.00, xf=280.00, yf=0.00, zf=260.00,... : float
- Text01 = "QoKX;",... : String
# "https://re..." : FIREBASE_HOST
# "1B8UA...." : FIREBASE_AUTH
- firebaseData : FirebaseData

- Reset() : void
- Stop01() : void
- turnOnController() : void
- turnOnServos()  : void
- gripperOpen() : void
- Position() : void
- Case27() : void
- Character01 (digit : char) : float

Arduino IDE - ESP32
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Sample FPS rssi Delay Wi-
Fi 

RSSI
1ra. 67/68 -63 2,013 Very 

Good
2da. 48/68 -79 4,420 Good

Next, with the information obtained in the Unity software 
from the inertial IMU sensors includes the interpretation of 
movement concerning the coordinate axes "X," "Y," and "Z" of 
the rotation angles Pitch, Roll, and Yaw, respectively.

B. Communication Times
In Figure 5, option a) shows the gripping actuation sampling

time from the moment the signal is sent from the Senso Glove, 
with an average of 850 ms. The data is transmitted from the 
gloves, processed in Unity, sent to the Firebase cloud, and then 
read by the ESP32, which finally encodes it to open or close the 
gripper. For option b), the box-and-whisker plot illustrates the 
median with a value of 800 ms.

Fig. 5. Gripper Response from the Data Processing by Unity.

For option a) in Figure 6, the time it takes to react to 
movement along the "Y" or "Z" axes is shown, with an average 
of 780 ms. Similarly, the data is sent to the Firebase cloud to be 
later read by the ESP32 and transformed into the respective 
command for movement. For option b) in Figure 6, the median 
is observed with a value of 760 ms.

Fig. 6. Response of the Arm Movement when the Data is Processed from 
Unity.

Table 2 shows the gripper opening with an effectiveness of 
92%, based on a sample of 25 consecutive repetitions. Likewise, 
for the respective movements along both axes, there is an 
average of 83% effectiveness between them.

TABLE II. EFFECTIVENESS IN THE MOVEMENT AND GRIPPER OPENING 
BASED ON 25 REPETITIONS.

Position Up Down Left Right Gripper
Number of times 

obtained. 22 21 20 20 23

Effectiveness. 88% 84% 80% 80% 92%

C. Results
In Figure 7, the non-immersive virtual environment of the

arm and glove with their corresponding physical parts can be 
observed. In this case, the arm is moving to the right, both 
physically and digitally, due to the interaction of the Senso 
Glove, which is in the right position from its initial point.

Fig. 7. Overall Visualization of the Physical and Virtual Environment.

Figure 8 displays the physical and virtual environment of the 
robotic arm for different positions. The end effector, with its 
digital and physical gripper opening, is observed. It is controlled 
from the glove, enabling the operator to perform arm 
movements based on hand motion.

Fig. 8. Initial Position of the RV-2AJ Arm and Gripper Opening.

V. DISCUSSION

In this study, control of an industrial robotic arm was 
achieved through Haptic technology, cloud communication, 
and visualization in a virtual environment. It was observed that 
the use of Haptic technology provides a more user-friendly 
control, and the system exhibits high precision in various 
movement tests. It was observed that the calibration process of 
the Senso Glove is crucial to determine the working 
environment and thus ensure the proper functioning of the arm, 
which can then be visualized in the virtual environment.

The results indicated that there is a variability of 70 ms in 
the response times for both movement and gripper, with the 
averages in both cases. The medians are below the averages, 
indicating asymmetric box plots. This time depends on the 
processor of the machine running the programs. The focus of 
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this research is on the Internet of Things (IoT) with outcomes 
for non-critical processes, leading to a considerable latency 
based on the obtained results.

VI. CONCLUSIONS

Controlling a robotic arm through haptic technology and 
visualizing its digital representation in real-time is achievable 
through the integration of various technologies such as IoT, 3D 
simulation, haptic technology, and communication protocols.
There is a delay in the data flow from Unity to ESP32 due to 
the transmission or reception to the Firebase cloud and the 
repetition loops in both Unity and ESP32, resulting in an 
average of 850 ms for gripper actuation and 780 ms for 
response to movement on its axes. It should be noted that the 
time is directly related to the processing power of the machine 
and can be improved by using a PC with better specifications.

In the control system, specifically in opening or closing the 
gripper, there is an average effectiveness of 87.8%, with higher 
values obtained in samples of 15 or 20 consecutive repetitions. 
This value depends on the movements given to the arm because 
interaction involves multiple axes, and the response times of the 
arm are slower than those of the hand due to its manufacturing 
characteristics and degrees of freedom.
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Abstract— Symmetric Multi-Processing (SMP) based on cache 
coherency is crucial for high-end embedded systems like 
automotive applications. RISC-V is gaining traction, and open-
source hardware (OSH) platforms offer solutions to issues such as 
IP costs and vendor dependency. Existing multi-core cache-
coherent RISC-V platforms are complex and not efficient for small 
embedded core clusters. We propose an open-source 
SystemVerilog implementation of a lightweight snoop-based 
cache-coherent cluster of Linux-capable CVA6 cores. Our design 
uses the MOESI protocol via the Arm’s AMBA ACE protocol. 
Evaluated with Splash-3 benchmarks, our solution shows up to 
32.87% faster performance in a dual-core setup and an average 
improvement of 15.8% over OpenPiton. Synthesized using GF 
22nm FDSOI technology, the Cache Coherency Unit occupies only 
1.6% of the system area. 

Keywords- cache coherency; RISC-V; tightly coupled; CVA6; 
Culsans; ACE; 

I.  INTRODUCTION

Symmetric Multi-Processing based on Cache Coherency is 
critical for computing platforms in high-end embedded systems, 
such as those used in automotive applications. In this field, 
RISC-V is rapidly gaining acceptance, and Open-Source 
Hardware (OSH) platforms based on RISC-V have great 
potential for overcoming several issues, such as IP cost barriers, 
supply chain constraints, vendor captivity concerns, and non-
recurring engineering (NRE) costs. 

Current multi-core cache-coherent open-source RISC-V 
platforms use custom on-chip communication protocols and 
automated HDL generation, complicating the integration into 
third-party Systems on Chip (SoCs). Research platforms like 
OpenPiton [1] and ESP [2] use directory-based coherence to 
scale to many cores (> 4). However, the complexity of a 
distributed directory-based system is overkill for small 
embedded core clusters, leading to inefficiencies and area 
overheads. Rocket [3] offers a tightly coupled solution but relies 
on the Chisel hardware construction language to generate the 
HDL description, making it hard to develop a verification and 
integration strategy for SoCs where most of the IPs and system 
interconnect are based on industry-standard HDLs (e.g., 
SystemVerilog). 

Thus, an open Cache Coherency Unit (CCU) designed for low 
overhead and high efficiency with a small core count (2-4), easy 
integration into custom SoCs, and full compatibility with 
commercial EDA flows has yet to be released. To close this gap, 
we propose Culsans, an open-source SystemVerilog 
implementation of a lightweight snoop-based tightly-coupled 
cache-coherent cluster of Linux-capable CVA6 cores [4], and 
we demonstrate its integration into Cheshire [5], an open RISC-
V platform for domain-specific accelerators plug-in. Our 
solution implements the MOESI cache coherency protocol via 
the industry-standard Arm’s AMBA ACE protocol, which 
extends the AXI protocol already supported in CVA6 with 
additional signals and channels aimed at memory coherency. 

This work was supported by the Italian National Centre for HPC, Big 
Data and Quantum Computing – HPC (CN00000013). 

42



DSD’2024 and SEAA’2024 Works in Progress Session AUG 2024

Table 1. MOESI and ACE states mapping to status flags

A CCU was implemented to handle multiple outstanding 
memory requests in a pipelined fashion. The CVA6 Write-Back 
(WB) cache subsystem was updated to support AMBA ACE on 
top of AXI. 

Our solution was evaluated using Splash-3 benchmarks [6]
against OpenPiton. Under similar cache configurations, the 
tightly coupled cluster of cores proved to be up to 32.87% faster 
in a dual-core setup, with an average improvement of 15.8%. 
Moreover, the system was synthesized using GF 22nm FDSOI 
technology, and the area occupation of the Cache Coherent Unit 
amounted to only 1.6% of the overall system.

II. ARCHITECTURE

A. Memory Hierarchy
The proposed implementation of a snoop-based tightly

coupled cache-coherent cluster of CVA6 cores is reported in 
Figure 2. The memory hierarchy features L1 Data and 
Instruction caches interacting with the CCU, while a Last Level 
Cache (LLC) shared among all the cores is inserted between the 
tightly coupled domain and the main memory.

B. CVA6 Data Cache
On the core side, the pre-existing CVA6 WB data cache was

extended to support ACE on top of AXI. The cache line status 
comprises three flags: valid, shared, and dirty. These additional 
flags are stored in the cache SRAM along with the cache line tag 
and data. The combination of the status three bits encodes the 
MOESI/ACE states, as shown in Table 1. 

The WB cache comprises multiple controllers that handle the 
requests issued by the core, as shown in Figure 2. In particular, 
the Page Table Walker (PTW), the Load Unit, the Accelerator, 
and the Store Unit have a dedicated controller each. In addition, 
the Miss Handler is responsible for miss requests towards the 
next memory level, Atomic Memory Operations, cache flushes, 
and writeback operations since it acts as an initiator on the AXI 
interface of the core. The arbitration on the SRAM's single port 
read/write port is handled via a statically assigned priority. The 

Miss Handler has the highest precedence, followed by the PTW, 
the Load Unit, the Accelerator, and the Store Unit.

An additional Snoop Controller was added to the Cache 
Subsystem to handle transactions on the snoop bus, namely the 
snoop request channel AC, the snoop response channel CR, and 
the snoop data channel CD as defined in the ACE protocol. The 
other cores use this additional snoop interface to access and 
invalidate cache lines. The Snoop Controller was assigned a 
priority second only to the Miss Handler to ensure that cache line 
status updates needed to safeguard coherency are served before 
any request issued by the core. Additional snoop control signals 
are propagated to the Miss Handler and the other Cache 
Controllers to indicate an external invalidation or read request 
on a given cache line. A Cache Controller requesting unique 
access (i.e. shared flag equal to 0) to a cache line must ensure 
that no snoop read is performed concurrently, which indicates a 
transition to a shared condition of the cache line. Similarly, the 
Miss Handler must monitor the same event when fetching a 
cache line for unique access. In addition, a cache line might be 
invalidated by the Snoop Controller while a Cache Controller 
has ongoing operations on it, thus a snoop invalidation signal is 
used to propagate the information on the address being 
invalidated.

Lastly, the Miss Handler was updated to handle coherent and 
non-coherent requests via the fields added to the traditional AXI 
channels to encode the ACE defined transactions. This controller 
generates both data and invalidation requests towards the CCU. 

C. CVA6 Instruction Cache
The coherence of the Instruction Cache is required in specific 

applications where a core can generate instructions to be 
executed on a different core, such as in the Bao embedded 
hypervisor [7]. To accommodate this need, the Instruction Cache 
can be configured via an RTL-level parameter to generate 
coherent fetch requests and ensure coherency with the data 
caches of the clustered cores. Otherwise, this feature can be 
turned off to avoid additional snoop traffic.

MOESI ACE Valid Shared Dirty

Modified UniqueDirty 1 0 1
Owned SharedDirty 1 1 1

Exclusive UniqueClean 1 0 0
Shared SharedClean 1 1 0
Invalid Invalid 0 X X

Figure 1. System Level view of the tightly coupled cluster of cores Figure 2. WB Data Cache Controllers with priority scheme and snoop control 
signals
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D. Cache Coherency Unit
Figure 2 shows the interconnect architecture of the CCU,

which was developed as a completely new IP. The memory 
operations issued by the cores are routed depending on whether 
they are non-coherent or coherent by the ACE DEMUX block. 
In the first situation, the request is directly forwarded to the 
memory interface of the CCU. In the second case, the coherent 
requests issued by different cores are ordered in the ACE MUX
depending on the arrival time according to a round-robin policy
and are processed serially by the Coherence Controller, which is 
also the initiator of the Snoop Bus. Both coherent and non-
coherent requests are eventually serialized towards the system 
crossbar by the AXI MUX block.

The internal organization of the controller is depicted in
Figure 3. Three main blocks are present: Decoder, Memory Unit, 
and Snoop Unit. The Decoder processes the initiator core’s write 
(AW channel) and read (AR channel) requests. Starting from the 
request address and the ACE coherency transaction issued by the 
initiator core, the Decoder generates the appropriate snoop 
transaction towards the remaining cores through the snoop 
request (AC) and response (CR) channels. The generation of the 
AC request and the processing of the ensuing CR response are 
decoupled and mutually nonblocking; thus, a new AC request 
can be generated without waiting for the previous CR response. 
A FIFO keeps track of the response order since no transaction 
ID is associated with the Snoop channels.

Suppose a data snoop is triggered, and one or more cores can 
provide the needed cache line. In that case, the first responder 
passes the data to the CCU via the CD data channel, and the 
response is buffered in the Snoop Unit, which forwards it to the 
initiator core by generating a burst response on the read response 
R channel. Similarly, if a snooped core issues a write-back, the 
CD data is stored in a FIFO inside the memory unit for later 
processing. The memory unit handles the memory interface of 
the CCU, either by serving memory operations generated by the 
initiator core or by generating AXI transactions once a snooped 
core issues a write-back.

The requests are moved across the different blocks in a 
pipelined fashion, and control flow is ensured via asynchronous 
handshakes between the Snoop Unit, the Memory Unit, and the 
Decoder. Moreover, the inherent channel parallelism of the AXI 
is leveraged to decouple requests from responses. Serialization 
of requests is enforced only when multiple requests are targeted 
to the same cache line. An associative table is used as a Collision 
Checker to keep track of currently accessed cache lines, and 
stalling happens if a collision is detected upon a lookup by the 
Decoder.

III. RESULTS

We evaluated our solution using Splash-3 benchmarks, 
comparing its performance to OpenPiton in a dual-core setup. 
Both are based on the CVA6 core, but in our implementation the 
CVA6 core employs a WB data cache, while in OpenPiton it

uses a Write Through (WT) configuration. As shown in Figure 
4, our solution is up to 32.87% faster in a dual-core setup, with 
an average improvement of 15.8%. These results are mainly due 
to our solution's tightly coupled design, which incurs less latency
than directory-based platforms intended for many cores.

The performance advantage of the CCU varies depending 
on the benchmark. Table 2 reports the profiling of pipeline stalls 
and memory operations normalized to the total number of 
instructions across the different benchmarks. Specific tests, 
namely FFT and RADIX, do not show improved performance 
with our snoop-based approach compared to the directory-based 
OpenPiton because of both their significant number of stalls and 
fewer memory operations than the other benchmarks. Thus, 
numerous operand-related pipeline stalls occur, and no 
advantage ensues from faster coherence transactions. On the 
contrary, benchmarks such as OCEAN or LU NC are 
characterized by a significant number of stalls along with a 
higher number of memory operations and benefit from the 
proposed changes.

In a first attempt to profile WB and WT caches implemented 
in CVA6 in a single core setup, we observed that the WB appears 
to be less performing than the WT, despite expecting from a 
theoretical point of view a performance advantage of the WB 
policy over the WT one. A possible explanation stems from the 
observation that several implementation bottlenecks are present 
in the available WB cache, leading to sub-optimal handling of 
transactions. Moreover, the CVA6 core has limited support for 
multiple outstanding transactions.

We synthesized the design in GF 22nm FDSOI technology
using topographical synthesis to assess the area overhead of the 
additional coherence logic. The CCU area occupation is 1.6% of 
the total design area, and the coherence logic does not limit the 
multi-core cluster maximum frequency.

Figure 3. Internal block diagram of the Coherence Controller
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Table 2. Stalls and Memory Operations normalized to the total number of instructions on Splash-3 benchmarks

IV. CONCLUSION

We presented Culsans1, a snoop-based coherency unit for a 
tightly coupled cluster of CVA6 Open Source RISC-V 
application processors. The MOESI protocol is implemented via 
the industry-standard Arm’s AMBA ACE protocol. The 
proposed architecture was fully integrated into the Cheshire
platform and was evaluated against OpenPiton using the Splash-
3 benchmarks. Our solution is up to 32.87% faster in a dual-core
setup, with an average improvement of 15.8%. The area 
occupation of the new CCU is less than 2% of the entire dual-
core system.

Future developments will focus on supporting advanced 
non-blocking and performance-oriented caches, such as the 
HPDCache [8], and more powerful cores, e.g. T-Head 910 [9], 
thanks to the use of the standardized AMBA ACE protocol. In 
addition, the Power, Performance, and Area analysis will be 
extended to larger clusters (4-8 cores). The hardware developed 
in this work is open-source to support an innovation ecosystem 
for high-performance, safety-critical embedded systems. Further 
work focusing on reliability and predictability in an embedded 
tightly coupled cluster of cores will be enabled by the 
availability of the proposed platform.
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Figure 4. Performance comparison with respect to OpenPiton on the Splash-3 benchmarks
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Abstract—Nowadays, surveillance systems that make use of 
security cameras are indispensable to ensure the protection and 
security of companies and organizational entities. These systems 
operate through monitoring by trained individuals. The 
progress of a system that uses artificial intelligence to identify 
and recognize firearms and knives is based on the 
implementation of machine learning techniques and real-time 
image and video analysis. The main goal is to increase public 
safety by accurately and quickly detecting the presence of 
weapons in various environments. The purpose of this research 
is to improve public safety through the early detection of threats 
and more effective responses by security forces. To achieve this, 
convolutional neural networks have been used. During the 
development of the system, a database has been created using 
images and videos containing firearms or knives, based on the 
"You Only Look Once" (YOLO) algorithm, particularly 
YOLOv5s. 

Keywords—Deep learning, convolutional neural networks, 
algorithm, YOLO. 

I. INTRODUCTION

In modern times, surveillance using Closed Circuit 
Television (CCTV) video surveillance systems is widely used 
to avoid dangerous situations, such as robberies involving 
weapons. However, it has several notable disadvantages, such 
as a high price, the complexity of its maintenance, and the 
need for operators to constantly monitor the camera 
recordings [1]; after an uninterrupted 12-minute period of 
constant monitoring, a study [2] in "Security Oz Magazine" 
found that an operator is likely to lose up to 45% of screen 
activity and failure rate after 22 minutes of monitoring. 
increases to 95% since inspecting images with human 
intervention would be labor-intensive as well as being a slow 
process [3]. This can lead to the waste of vulnerable situations 
due to fatigue, lack of attention, or the omission of crucial 
information in surveillance recordings [4] Some of these 
studies found no impact after the installation of CCTV, while 
others revealed a significant decrease in the incidence of 
violent crime [5]; Object classification is the first step in object 
detection, followed by identification of weapons in images or 
videos [6]. The focus is to provide security to citizens and use 
this vital tool for crime prevention and citizen 
protection, 

proposing to help reduce the occurrence of violent crimes and 
provide a video surveillance solution, which will go to a new 
level, reducing statistics in armed crimes. 

Artificial intelligence has challenges that have been 
developed with automatic solutions focused on the detection 
and recognition of dangerous elements of video surveillance, 
with the advantage of precision, consistency, and speed [7]. 
Technology is clinging to every step of our daily lives, from 
our phones [8]; to the computer in the identification and 
detection of objects, for which artificial intelligence has been 
rede-fined to society in the detection of objects in the world 
and direct time that tries to improve the work capacity of the 
comparison of correct and incorrect annotations resulting 
better than human surveillance. On the other hand [9] 
presented a model that works in different steps, the initial step 
is the acquisition of images and the detection of motion, and 
the last one is the detection of weapons, they carried out 
experiments in three different models, the first is the model 
based on Convolutional Neural Networks (CNN), the second 
is the model based on Fast R, the third is the model based on 
MobileNet, to analyze its behavior and trends (YOLO) these 
algorithms being the basis for object detection because of the 
rapid progress in computer vision skills [10][11][12] as well 
as having two completely connected layers at the end. 

YOLO is like CNN in that it uses convolutional layers and 
max-pooling layers [13]. It is considered the best and fastest 
algorithm currently available globally, it is preferred by most 
AI researchers and enthusiasts thanks to its diversity and faster 
inference time [14]. The algorithm only analyzes images once, 
requiring forward programming [15]. From the above, this 
article aims to delve deeper into the uses of artificial 
intelligence for weapons recognition systems at the same time, 
with characteristics that present real-time data and implement 
machine learning algorithms, to contribute to improving the 
security of society 

II. METHODOLOGY

To guarantee the safety of citizens, it is essential to 
conceive a design for the communication structure that we will 
use in the creation of a detection system. This process requires 
the development of a large database for model training, as is 
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done by virtually all systems that use machine learning as an 
analytical approach. The procedure begins by obtaining access 
to Firebase [16] since it is necessary to have a database hosted 
in the cloud that stores and synchronizes data in real time. 

A complete set of data has been prepared for training the 
weapons detection model, which was obtained from different 
sources on the web, to provide training information. All this 
was carried out following the MakeSense protocol, as it offers 
an extremely intuitive graphical interface [17]. A 
representation of the image selection process with appropriate 
quality must be provided. After analyzing the images, it was 
determined that their quality is ideal for training the network, 
taking into consideration aspects such as focus, resolution, and 
luminosity, which allows a more detailed visualization of all 
the characteristics present in the image.

A. Database
This choice was chosen to provide training examples to the 

neural network that resemble the situations that can be found 
during its use, in which the firearm or knife is displayed in 
complex environments with the presence of numerous nearby 
objects. The original database consists of 10,354 images and 
is divided into two classes (firearms and edged weapons), each 
with approximately 50% of the samples.

First Class – Firearms. For the first class, images are given, 
which represent illustrations of people participating in 
shooting exercises, showing common postures of individuals 
carrying a firearm. These postures turned out to be similar to 
those found in real robbery situations. Including these images 
in an environment different from that of a real robbery allows 
the system to obtain more generalized data, avoiding over-
training with the same data.

Second Class – Edged Weapons. The second category of 
the database comprises images of individuals carrying knives, 
collected from different web places where these weapons were 
involved in robbery or were simply found in various positions 
and contexts. Using the suggested approach, a set of 10,354 
images was generated, and from these, the corresponding 
“tags” were extracted. In these tags, the detection target is a 
small region of the image in a complex environment, 
specifically when the firearm or knife is adjacent to people and 
not in other areas of the image.

Through the suggested alterations, it was possible to 
reduce images of large proportions to smaller images, 
preserving the crucial information, which in this context is 
people carrying firearms. A total of 5,179 images were then 
supplied to the firearms detection model, while 5,176 images 
were provided to the knife detection model, depending on the 
classes that needed to be identified. In both instances, the 
training process encompassed 70% of the data, while the 
testing comprised the remaining 30%.

B. Training.
Encryption, replay, and training of the element and image

detection model were performed in the Google Colab 
interactive environment. The programming also included the 
YOLO v5s algorithm. With the help of these tools, it was easy 
to tune the model parameters to previously labeled images and 
store a substantial data set. The YOLO v5s network was then 
trained for convergence through Images, Obtaining Label 
iterations of the additional Class A: Firearms and Class B: 
White Weapons classes using 70% of the images. The model 
was then evaluated using the remaining 30% of the images 

using the Python text editor, the programming we relied on for 
training is shown in Unified Modeling Language (UML) 
diagrams in Figure 1. On the other hand, retraining of the 
neural model was used to achieve convergence if the accuracy 
was between 80% and 81%. Ultimately, if the result was 
positive, the algorithm was corroborated by the analysis 
carried out by the video surveillance system.

Fig. 1. Basic structure for YOLO training on UML diagrams.

C. Configuration
The system was expanded using Raspberry Pi 4 [18],

specific parameters serve as a solid foundation for system 
operation. The 5 Mpx camera (Raspberry Pi 4) was used for 
trial and error and in the implementation the 12 Mpx webcam 
was chosen and at the same time the Raspbian OS system 
because it works with the hardware requirements of the 
Raspberry Pi 4 model. Real-time imaging system camera 
integrated with, Firebase Cloud, Android App and YOLOv5s 
with its two class types, Class A Class B, is a crucial part, and 
the detection model processes the information of that image to 
determine if a weapon may or may not be present. 

D. Firebase Integration
To manage and store data in applications, Firebase offers

several functions and services when used as a cloud solution. 
These logs contain information about detection events and 
their associated details, are stored in real-time, and are kept 
accessible for later analysis and consultation. The 
architectural representation in Figure 2 demonstrates how its 
use in the system allowed these functionalities to be leveraged 
and ensure an effective approach to the management of data 
generated by weapons detection. 
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Fig. 2. Integration with Firebase.

To facilitate smooth and effective interaction between the 
system and a connected mobile application such as Android 
Studio, Firebase also takes care of communication with the 
mobile application, offering a collection of real-time 
communication tools. By ensuring that only authorized users 
can access the data generated by the system, the authentication 
and security mechanisms of your platform add an extra layer 
of protection to the information we store. 

III. RESULTS

The checks carried out during the training process of the 
neural network using a dimension or batch size of 940 images 
with a validation accuracy of 0.45% for knives and 0.771% 
for firearms, the image size is set to 640 having the precision 
of a total of classes of 0.61% in mAP (Mean Average 
Precision) with 0.5% being 98%, for YOLOv5s it can 
incredibly detect objects with a speed of 140 fps (frames per 
seconds), which is 180% faster for obtaining training loss and 
accuracy. You get the Google Colab configuration with 
“batch” 16 and “epoch” 75.

For the execution of tests, the YOLOv5s architecture 
mentioned in section 2 was used, it was verified through the 
train.py file that the model correctly selected the weapons to 
be detected shown in Figure 3, from these we proceed with the 
analysis and optimal system performance.

Fig. 3. Weapon selection using Google Colab training.

The results obtained in the precision-recovery curve 
graphs observed in Figure 4 are detailed. This identifies the 
precision values of firearms with 0.681%, and knives with 
0.699%. With these values, we can evaluate the performance 
of the model in object detection which is an accepted value for 
the performance of the implemented system. 

Fig. 4. Precision-recall curve.

The performance of the YOLOv5s model is measured in 
terms of Mean Average Precision (mAP). The higher the mAP 
value, the more accurate the model is. The model gives 0.95% 
as the Average Precision. See Figure 5. 

Fig. 5. Precision-confidence curve.

The value of precision and recall varies as the number of 
epochs increases. In epoch 75, the precision reached 0.98% 
and the recall was 0.87%, showing a good sign of 
performance. See Figure 6.
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Fig. 6. Confusion matrix.

According to the results obtained from the training of the 
model, the levels of pressure and loss can be distinguished in 
the analysis of the images since these are on par in the 
precision curves, and do not present much difference since 
they remain with stable values in the confusion matrix; The 
improved susceptibility of the model which was obtained from 
the training is noted. With the values obtained in the precision 
curves, the values are optimal for the correct functioning of 
the detection system since it does not present drawbacks in its 
use. At the time of detecting the object, the image is saved and 
subsequently sent to Firebase, the database that was used in 
this stores the image in Storage and turns it into the real-time 
database, in the latter it is saved in a link with the date, and 
time of the entry of the image, which is displayed in the 
application.

When considering the times of saving, sending, and 
displaying the image of the detected object, we can consider 
that they are optimal for a detection system since these occur 
almost instantly and do not exceed 4 seconds in detecting and 
sending the information to the user. With the data obtained, 
the results in the detection of weapons and knives will be 
displayed in the application, which is indicated in Figure 7, 
and in turn, the interface is indicated, which consists of two 
buttons, the first shows the detections and the second button 
calls emergencies. By clicking the “Show detection” button, 
the detections achieved are indicated and the date and time of 
these in their different classes are detailed.

Fig. 7. Recognition of edged weapons and firearms.

IV. CONCLUSIONS

The multi-class object detection model was even less 
accurate than the single-class object detection model. Despite 
the infrastructure environments demonstrating the need for a 
technological application of great relevance in the field of 
security, even though some small elements can still confuse 
the system and cause erroneous identifications, the operation 
is efficient. The camera detects weapons held by certain 
individuals, weapons that could go unnoticed by a human 
being who sometimes has multiple monitors around or does 
not have images of sufficient quality for adequate perception. 
In addition to having superior observation capacity, the system 
also re-acts more quickly; In less than a tenth of a second, it 
could warn of the presence of weapons and save human lives.

The weapon detection period is 400 ms, that is, 
immediately, and the latency metric for sending data from 
detected weapons to the mobile application is 48 seconds, 
indicating that this is the communication time between the 
cloud and the mobile application. The use of “YOLO” in the 
identification system made it possible to provide the 
developed model with the parts of the image that are relevant 
to detecting firearms and edged weapons. This allows the 
system to focus exclusively on areas where weapons are found 
and ignore other regions of the image where firearms are not 
expected to be present. and knives, this helps to make the 
criminal activities that occur in the environment irrelevant to 
current common scenarios.
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Abstract—Simulation-based safety testing provides a cost-
effective method for testing Automated Driving Systems (ADS) 
across diverse scenarios. However, prioritizing or selecting test 
scenarios for simulation-based safety testing remains challenging 
due to the infinite variety of scenarios that ADS may encounter. In 
this study, we conducted a literature review to identify approaches 
for selecting or prioritizing scenarios for ADS safety testing. We 
compare the six identified approaches in a tabular form across 
various aspects. We discuss one approach in detail, illustrating 
how it could complement the other selected approaches through an 
example. Our ongoing work involves extending the comparative 
analysis to cover all approaches comprehensively. 

Keywords - Automated Driving System (ADS); Simulation- 
based Testing; Safety Testing, Scenario Selection; Scenario Pri- 
oritization. 

I. INTRODUCTION
Automated Driving Systems (ADS) represent a much-

advanced technology that has the potential to revolutionize the 
automotive and transportation industry [1]–[3]. An ADS is a 
safety-critical system that can perform Dynamic Driving Tasks 
(DDTs) without human driver assistance [4], [5]. An ADS is 
loaded with advanced technologies that can independently 
control the vehicle and make decisions regarding steering, 
acceleration, deceleration, braking, maneuver planning, and 
object detection [6], [7]. These control decisions are operational 
and depend upon the level of automation1. As automation levels 
increase, human driver involvement in driving decreases, with 
complete ADS control achieved at level 5. 

Despite many advancements in ADS, thorough testing and 
validation remain critical for ensuring their safety [9], [10]. 
Moreover, in the context of safety, even a single failure made by 
one manufacturer affects its reputation and undermines public 

1 The Society of Automotive Engineers defines six levels of automation for 
on-road automated vehicles. These levels are described in SAE safety standard 
J3016 [8] 

trust in the entire automotive industry, diminishing confidence 
in ADS. Thus, rigorous testing is required to build and maintain 
trust in ADS. 

Generally, there are two common methodologies for testing 
ADS: real-world testing [11], [12] and simulation-based testing 
[13]–[15]. In real-world testing, the ADS would have to be 
driven hundreds of billions of miles to prove that it is safer than 
a typical human-driven vehicle (HDV) [16], which is costly and 
risky. In contrast, simulation-based testing is a cost-effective 
way to assess ADS’s safety in various scenarios. [17]–[19]. A 
scenario refers to a specific situation the ADS under test 
(typically called an ‘ego vehicle’) might encounter during its 
operation. A scenario is defined through various components, 
including the ego vehicle itself, the static environment (such as 
roads, buildings, and infrastructure), the dynamic environment 
(such as other vehicles, pedestrians, and objects), and specific 
conditions (such as weather light, etc.) [20], [21]. These scenario 
components have specific elements and sub-elements [22]. For 
example, in the scenario, “An ego vehicle changes lanes on a 
highway during the night in rainy weather”, the sub-elements 
associated with the dynamic environment are the “ego vehicle” 
and “changes lanes”. “Highway” is the sub-element associated 
with the static environment while “rainy” and “night” are sub-
elements associated with conditions. 

An ADS could encounter infinite scenarios depending upon 
various factors, such as dynamic objects (pedestrians, vehicles, 
animals, etc.), static objects (traffic lights, sign boards, etc.), 
road typologies, weather, and lighting conditions. Combining 
these factors leads to infinite scenarios, and testing every 
scenario is not feasible, even in a simulator. 
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In this study, we aim to identify and compare the approaches 
defined in the literature for prioritization or selection of test 
scenarios to see how these approaches could help select test 
scenarios for simulation-based safety testing of ADS. This 
comparison could benefit both the automotive industry and 
academic research. The contributions of our study are: 

A literature review to identify the studies related to the
selection or prioritization of test scenarios for simulation-
based safety testing of ADS.
A comparison of selected approaches w.r.t the purpose and
scope of testing, input data type, input data content type,
datasets used, number of steps involved, scenario
components, supported simulator, tool support, open
source, and limitations.
A preliminary comparison via an illustrative example of
one of the selected approaches (SSTSS) could complement
other selected approaches. Detailed comparisons among the 
selected approaches are a work in progress.

The rest of this paper is organized as follows. Section II 
presents the related work. Section III presents the methodology. 
Section IV presents the results of the comparative analysis. 
Section V presents the discussion, and the conclusion and future 
work are given in Section VI. 

II. RELATED WORK
To the best of our knowledge, no similar study exists in the 

literature whose goal is to compare the approaches of scenario 
selection or prioritization for safety testing of ADS. However, in 
this section, we present related secondary studies focused on the 
testing of ADS. We also highlight how the automotive industry 
tests ADS safety and compares it to human drivers as a 
benchmark. 

A. Simulation-based Safety Testing of ADS
Tang et al. [23] presented a survey focused on module and

system-level testing of ADS. They analyzed how different 
modules are affected by various technical factors and 
highlighted issues during ADS’s development or deployment. 
Khan et al. [5] conducted a systematic literature review to 
identify safety features, testing methods, tools, and datasets used 
for the safety testing of ADS. Lou et al. [24] presented a 
comprehensive study to understand current ADS testing 
practices and needs by conducting interviews with companies 
and developers. They further analyzed the gap between ADS 
research and practitioners’ and suggested future directions, such 
as developing test reduction techniques to accelerate simulation-
based testing of ADS. [25] presented a survey focusing on the 
algorithms and tools used to generate critical scenarios in 
automated driving. They further identified challenges in existing 
approaches regarding safety-critical scenario generation 
approaches. 

2 https://waymo.com/blog/2022/09/benchmarking-av-safety 

B. Industry Practices for ADS Safety Testing
In the automotive industry, simulation-based testing of ADS

is widely used as an alternative to real-world testing [24]. In a 
recent study2, Waymo compared the simulated performance of 
its autonomous Waymo driver to human drivers involved in fatal 
crashes in Chandler, Arizona, between 2008-2017. They 
modeled and simulated a non-impaired human driver (NIEON). 
The Waymo driver consistently did better than this high 
benchmark by avoiding 100% of crashes, except when struck 
from behind. Additionally, in collision simulations, the Waymo 
driver surpassed the NIEON model, avoiding 75% of crashes 
and reducing severe injury risk by 93%. 

Cruise3  also evaluated the safety performance of ADS by 
comparing their collisions with those of human drivers. 
However, assessing human driving performance remains 
challenging due to limited data. Particularly, there’s a lack of 
information regarding significant collisions or violations despite 
the abundance of data on AV safety collected through advanced 
sensors and data logging. Our study aims to identify and 
compare scenario selection or prioritization approaches for 
simulation-based safety testing of ADS. 

III. METHODOLOGY
In this section, we present our methodology to identify studies 

related to scenario selection or prioritization approaches for 
simulation-based safety testing of ADS and their comparison. 
We formulate our research question and conduct a literature 
review to find relevant studies. We explain the formulation of 
the search string, the execution of the search query, and the 
exclusion/inclusion criteria. These steps were guided by K. 
Petersen et al. [26]. Finally, we present the criteria for comparing 
the approaches developed for test scenario selection or 
prioritization for simulation-based safety testing of ADS. 

A. Research Questions
The goals of the study are to identify relevant literature on

scenario selection or prioritization for simulation-based safety 
testing of ADS and to compare these approaches to identify 
strengths and weaknesses. To end this, we formulated two 
research questions (RQs) as follows: 

RQ1: What scenario selection or prioritization approaches 
exist in simulation-based safety testing? 

RQ2: How do the identified approaches compare to one 
another? 

B. Search Query
We searched the online repositories (IEEE, ACM, Springer,

Science Direct) to find publications to answer the research 
questions. To maximize the coverage of the literature, we 
selected search terms from the research questions. We used the 
keyword “AND” for the concatenation of search terms and the 
keyword “OR” for combining synonyms of the search terms to 

3 https://getcruise.com/news/blog/2023/cruises-safety-record-over-one-million-driverless-miles/ 
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 maximize coverage. Since we are only interested in the 
prioritization or selection of test scenarios for simulation-based 
safety testing of ADS, therefore we used search terms such as 
“Test scenario selection”, “Test reduction”, and “Test scenario 
prioritization”. We also used the search terms “Autonomous 
Driving Systems” and “Self-driving cars” as synonyms to ensure 
that the search query produces results related to testing scenarios 
for ADS. We did not explicitly use the term “On-road testing” 
or “Test scenario generation” with the keyword “NOT” to filter 
the search query results because we noticed that it would filter 
out many relevant publications. Search terms related to our 
research questions, e.g., “Simulation”, were also not added to 
the search query because they make the research query too 
specific and might not capture relevant publications. We also 
used “*” with some search terms to capture all variations of 
search terms. We show the general search query below4: 

((Test scenario select*) OR (Test reduction) OR (Test 
scenario prioritize*)) AND ((Autonomous Driving Systems) OR 
(Self-driving car*)) 

C. Additional Filters
We entered the search query into the advanced search of the

online databases and applied the filters mentioned in Table I. We 
consider primary studies published in journals and conferences 
from the year 2000 onwards. 

TABLE I: FILTERS APPLIED TO SEARCH QUERY RESULTS 

Filter Value

Year 2000-2024
Content Type Journal Articles and Conference Papers 

Language English
Discipline Computer Science, Engineering 

D. Exclusion/Inclusion Criteria
To select the publications focused on the selection or

prioritization of test scenarios for simulation-based safety 
testing of ADS, we performed the following steps: (i) We read 
the titles, abstracts, and keywords to analyze the relevance of the 
publications. If the decision is not made, we read the 
introduction, methodology, results, and conclusions and 
download the relevant ones. (ii) We made an Excel sheet of the 
downloaded papers and removed the duplicates. If a duplicate is 
found, we include the most recent and comprehensive versions 
of duplicated papers. (iii) We included (I1) journal articles or 
conference papers only whose primary goal is to select, 
prioritize or reduce test scenarios for simulation-based safety 
testing of ADS. We excluded all publications meeting at least 
one of the following criteria: (E1) the publication is written in a 
language other than English, (E2) the publication is not 
accessible or unavailable, (E3) the publication lacks sufficient 
details such as methods, contributions, etc., (E4) the publication 
falls into categories such as magazine, doctoral symposium 

4 The query was entered in databases on 22 April 2024 

paper, thesis, secondary studies position paper, keynote 
presentation, or abstract. 

E. Data Extraction
RQ1 can be answered based on the final set of selected studies 

because each study will describe at least one scenario selection 
or prioritization approach. 

Related to RQ2, we need to extract data items from the 
selected studies that inform the comparison of existing 
approaches. The following extracted data items were used as 
criteria for the comparison: 

1) Purpose of Testing: We compare the selected approaches
based on their testing purpose as follows: (i) compare ego car vs 
human-driven car accident, (ii) compare ego car vs human-
driven car without accidents, (iii) explore ego car behavior for 
testing new/improved autonomy software features (for 
developers), (iv) expose ego car behavior to the scenario 
typically used in driver tests, (v) expose simulate ego car 
behavior to provide feedback for the real-world test plan. 2) 
Scope of Testing: We compare the scope of testing based on 
whether the selected testing approach is specific to test (i) full 
ADS, (ii) specific ADS feature or its subset. 3) Input Data Type 
of Approach: We also extract the information regarding the 
initial input(s) data type of each selected approach, which 
includes: (i) text, (ii) video, (iii) image, (iv) audio, (v) 
combination of any of above. 4) Input Data Content of 
Approach: We further compare the content of input data used in 
each selected approach, which includes: (i) human-driven car 
accident data, (ii) human-driven car data without accidents, (iii) 
simulator recorded ADS driving, (iv) ADS from real-world 
recording. 5) Number of Steps: To determine the ease of 
application of each selected approach, we compare the number 
of steps involved in each method 6) Scenario Component: We 
extract the information regarding the scenario components 
considered as a proof of concept in selected approaches. (i) 
Static Environment, (ii) Dynamic Environment, (iii) Weather, 
(iv) Light conditions. 7) Supported Simulator: Considering that
each simulator has its unique limitations and capabilities, we
extract the information about which simulator each approach
supports. 8) Tool Support: We compare the maturity of each
approach based on tool availability. 9) Open Source: We also
check whether the selected approach is open source, making it
easier for researchers and practitioners to access, utilize, and
replicate the approach. 10) Limitation: Finally, we present each
selected approach’s possible limitation(s) for ADS simulation-
based safety testing.

To extract data items used in selected approaches, we read 
each selected publication’s abstract, introduction, methodology, 
and results sections and organized the data in a tabular format. 
Each table row recorded the data for predefined criteria, as 
discussed above. During data extraction, conflicts (if any) are 
discussed and resolved among the authors. We identified the key 
terms and their synonyms. We removed duplicate terms and 
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applied the bottom-up merging method to merge key terms to 
get high-level categories. 

IV. RESULTS
In this section, we present the results of each RQ. For RQ1, 

the results of the selection procedure, selected publications, and 
their approaches are presented. For RQ2, we present the 
comparison of selected approaches based on predefined criteria 
(cf. Section III-E). 

RQ:1 What scenario selection or prioritization approaches 
exist in simulation-based safety testing? 

A. Results of the Selection Procedure
The number of publications after each selection step is given

in Table II. We found 1438 publications identified in the initial 
search at step 1. In step 2, we downloaded 31 publications and 
found one duplicate in step 3. In step 4, we selected only six 
publications after applying inclusion and exclusion criteria. The 
results were recorded in an Excel sheet available online5. Table 
III shows the count of conference papers and journal articles 
selected from each online repository. 

TABLE II: NUMBER OF PUBLICATIONS FOR EACH STEP IN THE SELECTION 
PROCEDURE 

Screening Steps No. of Publications 

Initial Search 1438 
Downloaded Publications 31 

Duplicate Removal 1 
Included Publications 6 

TABLE III: DISTRIBUTION OF SELECTED PUBLICATIONS PER REPOSITORY 

Database Conference 
Paper 

Journal 
Article 

Total Publications 

IEEE 2 0 2
ACM 1 1 2

Springer 2 0 2
Science Direct 0 0 0 

B. Selected Publications and their Approaches
Table IV shows the selected publication and their approaches

for selecting or prioritizing scenarios for simulation-based 
testing for safety testing of ADS. We presented an overview of 
each approach shown in Table IV. 

1) SSTSS: stands for (simulation-based safety testing
scenario selection). This approach uses a human driver car crash 
dataset to prioritize and select test scenarios through the 
following eight steps: (i) Scenario catalog selection: Initially, a 
publicly available scenario catalog that is comprehensive and 

5 https://github.com/ScenarioSelectionApproaches 
6 https://rosap.ntl.bts.gov/view/dot/6281/dot_6281_DS1.pdf? 
7 Euro NCAP 

published by a reputable organization is chosen such as National 
Highway Traffic Safety Administration - (NHTSA) 6 , Euro 
NCAP7. (ii) Enumerating ODD of ADS: enumerate the ODD8 
of Vehicle Under Test (VHT) in terms of spatial, temporal, and 
environmental conditions9. (iii) Filtering scenarios based on 
ODD of ADS: exclude scenarios that do not fall within the ODD 
enumerated in the previous step. (iv) Scenario grouping: 
categorize the scenarios into groups based on similar critical 
actions of the ego vehicle or the target object, such as 
pedestrians, cyclists, animals, etc. (v) Removing duplicates 
within a scenario group: identify the duplicate scenarios within 
scenario groups. (vi) Prioritizing scenario groups: prioritize the 
scenario based on common crash scenario statistics and assign 
the highest priority to scenario groups where more accidents 
occur. (vii) Filtering scenarios based on simulator limitations: 
choose a simulator that can replicate the real world closely and 
analyze data on performance metrics such as travel time, 
crashes, etc. After simulator selection, exclude the scenarios that 
cannot be implemented due to simulator limitations. (viii) 
Prioritizing and selecting scenarios for testing ADS - assign a 
score based on the scoring technique to each scenario within the 
scenario group based on the availability of car crash data 
statistics for scenario each element, such as actors, weather, etc. 
The final output of the SSTSS process is a ranked list of 
prioritized scenario groups in descending order of priority. 
Testing starts with the scenarios from the top-prioritized 
scenario group in sequence. After all scenarios within the top-
prioritized scenario group are tested, the process proceeds to 
subsequent prioritized scenario groups. 

TABLE IV: SELECTED PUBLICATIONS OVERVIEW 

Sr.# Publication Approach Online Repository 

1 [27] SSTSS Springer
2 [28] SDC-Scissor IEEE
3 [29] SDC-Prioritizer ACM
4 [30] STRaP ACM
5 [31] SPECTRE Springer
6 [32] J. Bach et al. IEEE 

2) SDC-Scissor: stands for self driving cars-cost-
effective test selector. This approach [28] utilizes machine 
learning (ML) models to select scenarios based on five 
components, which are as follows: (i) SDC-Test Generator: 
generates random test using Frenetic and AsFault tool [36], [37]. 
(ii) SDC-Test Executor: executes the generated simulation-
based tests and records the resultant output to categorize tests as 
safe or unsafe. (iii) SDC-Features Extractor: extracts various
road features (distance, turns, angles, etc.) and road statistics
from driving scenarios. (iv) SDC-Benchmarker: uses these
features and corresponding labels to train the ML models and
determine the most effective model for predicting test outcomes. 

8 The specific conditions and environments under which a particular driving automation system is 
designed to operate [33] 

9 ODD covers spatial (geography, road types, lanes, speed limits, etc.), temporal (day/night), and 
environmental conditions (weather). [8], [34], [35] 
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(v) SDC-Predictor: identifies simulation-based test scenarios
that are unlikely to detect faults in the ego vehicle and excludes
them from execution.

3) SDC-Prioritizer: This approach [29] is similar to
SDC-Scissor; however, it uses single-objective and multi-
objective genetic algorithms to prioritize test scenarios. The 
steps are as follows: (i) Initially, a random test scenario is 
generated using the tool AsFault [37]. Each generated test 
scenario has information (JSON file) on the start and destination 
points for the ego car on the map, the entire road network, and 
the chosen driving path. (ii) Two sets of road features are 
extracted. i.e., road characteristics (road length and direct 
distance between the start and destination points, number of 
turns, angles) and the road segment statistics to identify safe and 
unsafe scenarios even before executing them. (iii) The extracted 
features serve as inputs to two black-box scenario prioritization 
approaches, i.e., SO-SDC-Prioritizer and MO-SDC-Prioritizer, 
which utilize single and multi-objective GA to prioritize test 
cases. 

4) STRaP: stands for Scenario-based Test Reduction
and Prioritization. This approach [30] is developed to reduce 
and prioritize the testing scenarios using data recordings of 
previous versions of ADS under test. The steps are as follows: 
(i) the semantic information from each frame of ADS video
recordings is extracted via the ADS’s communication channels
under test and converted into vectors. The semantic information
includes static (e.g., traffic lights, crosswalks, etc.) and dynamic
objects (e.g., vehicles, cyclists, actions of vehicles, etc.). (ii) The
driving recordings are divided into continuous and redundant
segments to cut length. (iii) The remaining segments are
prioritized based on their coverage of driving scene elements
and the rarity of elements such as traffic lights, pedestrians, etc.

5) SPECTRE: stands for selection and prioritization of
test scenarios for autonomous driving systems. This multi-
objective search-based approach [31] was developed to 
minimize testing costs for newer versions of ADS by utilizing 
historical test data from previous versions. The steps are as 
follows: (i) Initially, each scenario is characterized by a set of 
properties of the ADS under test, such as speed and 
environmental factors such as weather and obstacles. (ii) Each 
scenario is executed in simulations, which yields four key output 
values, resulting in four objective functions: collision 
occurrence, collision probability, ADS demand, and scenario 
diversity. (iii) Four optimization objectives are defined based on 
the results obtained in the previous step. (iv) Finally, multi-
objective evolutionary algorithms are used as optimization 
techniques to prioritize driving scenarios. 

6) J. Bach et al.: In this study [32], a two-step selection
concept was introduced for selecting scenarios for the safety 
testing of ADS. The steps are as follows: (i) Initially, scenarios 
are categorized into abstract groups based on specified system- 
level requirements. This includes segmentation by geolocation 
(e.g., different countries with varying traffic rules) or road 

category (e.g., motorways, rural roads, urban streets), as well 
as criteria such as the ego vehicle’s state and surrounding 
traffic density. A classification-tree approach is employed 
to systematically preselect scenarios, ensuring coverage of 
relevant use cases for the targeted regions. (ii) Repetitive 
information and situations are removed by looking at the 
two-dimensional histograms of frames. These histograms are 
visual sources for how scenarios are spread out and connected. 
Only scenarios that fill empty areas in the histograms are 
kept, while others are removed.  

RQ2: How do the identified approaches compare to one 
another? 

To answer RQ2, we compare the selected approaches w.r.t the 
purpose and scope of testing, input data type, input data content 
type, datasets used, number of steps involved, scenario 
components, supported simulator, tool support, open source, 
and limitations. Table V compares six selected approaches per 
the criteria defined in Section III-E. All the selected approaches 
prioritize test scenarios to reduce the number of testing scenarios 
in simulation-based testing. However, the testing purpose and 
the scope of the selected approaches differ. Therefore, it would 
be interesting to discuss if these approaches could complement 
one another (by combining testing from different perspectives) 
for a more comprehensive, effective, and efficient testing of 
ADS. 
In this study, we present the preliminary results of the 
comparison. Using an illustrative example, we demonstrate how 
SSTSS could complement or be combined with selected 
approaches. Detailed comparisons among selected approaches 
are a work in progress. 

Comparison of the SSTSS process (via  illustrative example): 
The selected five approaches differ from SSTSS as they are 
based on simulation data. The SSTSS process would 
complement simulation-based approaches in different ways. 

(i) The SSTSS process could be used as the first step for the
pre-selection of scenarios before employing other approaches. 
Since the SSTSS process prioritizes statistically significant 
scenarios using real-world car crash statistics, it could be used 
to optimize the initial selection of scenarios and driving routes. 
The STRaP and SPECTRE approaches select testing scenarios 
from available driving routes within the simulator. However, 
solely relying on a specific driving loop may overlook various 
real-world situations, leading to potential gaps in scenario 
coverage. Furthermore, there could be scenarios of lower 
significance in a specific driving loop, and allocating resources 
to test them might not be cost-effective. Once the driving route 
containing prioritized testing scenarios is selected using the 
SSTSS process, STRaP or SPECTRE approaches could be used 
to reduce the test scenarios further. Using such a hybrid 
approach could reduce the number of test scenarios, making the 
testing more efficient, cost and resource-effective. 
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Let’s consider an example. Suppose we want to test a BOLT car 
(ego vehicle) from the Autonomous Driving Lab at the 
University of Tartu, Estonia. The BOLT car has the following 
ODD: It can follow the traffic flow, detect pedestrians, and give 
way to them. Given the ODD, we apply the SSTSS process to 
select prioritized scenarios for simulation-based testing from a 
list of 111 scenarios. Given the sorted list of scenarios generated 
from the SSTSS process (see a sample output in Table VI), a 
specific driving route could be selected. In the sample output 
shown in Table VI, the top three prioritized scenario groups are 
Following Lead Vehicle 10 , Crossing Path 11 , and Pedestrian 

Interaction12. As a result, the “Tartu loop” could be selected, 
which includes seven regulated pedestrian tracks, four 
unregulated pedestrian tracks, two regulated intersections, one 
right turn, and one roundabout, and multi-lane roads where the 
ego vehicle can closely follow another vehicle and encounter 
pedestrians. Furthermore, it includes intersections to encounter 
crossing paths scenarios. For the selected “Tartu loop”, a digital 
twin is available online13, which can be used as input for STRaP. 
The STRaP extracts the semantic information from video 
recordings of the selected “Tartu loop” to reduce the number of 
testing scenarios. Then, the driving recordings are segmented to

TABLE V: COMPARISON OF APPROACHES 

Sr.# Features SSTSS SDC-Scissor SDC-Prioritizer STRaP SPECTRE J. Bach et al. 

01 Purpose of 
Testing 

compare ego car 
vs human-driven 

car accidents 

explores ego car 
behavior to test 
new/improved 

autonomy 
software features 

explore ego car 
behavior to test 
new/improved 

autonomy 
software features 

explore ego car 
behavior to test 
new/improved 

autonomy 
software features 

explore ego car 
behavior to test 
new/improved 

autonomy 
software features 

expose simulate 
ego car behavior 

to provide 
feedback for the 
real-world test 

plan 
02 Scope of Testing Full ADS Specific Feature 

(LDW) 
Specific Feature 

(LDW) 
Full ADS Full ADS Specific

Featur
e (PCC) 

03 Input DT Text Video Video Video Video Video
04 Input Data 

Content of 
Approach 

Human-driven 
car accident data 

Simulator 
recorded ADS 

driving 

Simulator 
recorded ADS 

driving 

Simulator 
recorded ADS 

driving 

Simulator 
recorded ADS 

driving 

Read-world and 
Simulator 

recorded ADS 
driving 

05 # of steps 8 5 3 3 4 3
06 Scenario

Components 
Static & 

Dynamic Env., 
Weather & Light 

condition. 

Static 
Environment 
(only Roads) 

Static 
Environment 
(only Roads) 

Static & 
Dynamic Env., 

Weather 

Static & 
Dynamic Env., 

Weather & Light 
conditions 

Static 
Environment 

(Roads and 
Location) 

07 Sup. Simulator Carla BeamNG BeamNG LGSVL LGSVL - 
08 Tool Sup. No Yes No Yes No No
09 OS Yes Yes Yes Yes Yes No

10 Limitations -Solely relies on
the availability of 
human-driver 
accident dataset,
overlooking ADS 
data 
-Requires
Manual effort to
execute each step. 

-Solely relies on
simulation
driving data for
scenario
selection, thus 
potentially
missing critical
scenarios that
arise from real-
world human
driving behavior - 
Handles limited
driving scenarios,
e.g., road shapes 
only 

-Solely relies on
simulation
driving data for
scenario
selection, thus 
potentially
missing critical
scenarios that
arise from real-
world human
driving behavior - 
Handles limited
driving scenarios,
e.g., road shapes 
only 

Solely relies 
on simulation 
driving data for 
scenario 
selection, thus 
potentially 
missing critical 
scenarios that 
arise from real-
world human 
driving behavior 

-Requires
manual feature 
extraction 
of scenario 
elements from 
driving videos 

-Solely relies on
simulation
driving data for
scenario
selection, thus 
potentially
missing

critica
l scenarios that 
arise from real-
world

huma
n 
driving behavior 
-Relies on
optimization
objectives, which
could lead to
overfitting

Relies on 
predefined 
selection criteria, 
which could 
overlook

critica
l scenarios that 
do not fit within
predefined 
criteria, which
may limit the
selection of 
diverse scenarios 

(LDW = Lane Departure Warning, PCC = Predictive Cruise Control, DT = Data Type, Env.= Environment, Sup.= Support, OS = Open Source) 

10 The Following Lead Vehicle scenario group includes the situations where the ego vehicle is driving 
behind another vehicle referred to as the “lead vehicle” 

11The Crossing Path scenario group includes the situations where the paths of ego vehicle or more 
vehicles intersect or cross each other at an intersection or junction. 

12 The Pedestrian Interaction scenario group includes the situation where ego vehicle encounters 
pedestrians while driving. 

13 https://adl.cs.ut.ee/lab/simulation
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eliminate redundancy and excessive length. The remaining 
segments are prioritized based on the coverage and the rarity of 
driving scenes to select the crucial test scenarios for effective 
and efficient testing. 

(ii) The SSTSS process could be combined with other
approaches to test specific features of an ADS. Since the SSTSS 
process prioritizes scenario groups, and each scenario group 
corresponds to specific ADS feature(s), indicating a need to 
focus on testing these features. The prioritized scenario groups 
using SSTSS could suggest which ADS features to focus on, and 
further thorough testing of these features can be performed using 
feature-specific approaches such as SDC-Scissor, SDC-
prioritizer, etc. For example, in the lane change 14  scenario 
group, approaches like SDC-Scissor or SDC-prioritizer could be 
further used to select or prioritize safe or unsafe scenarios for 
testing ADS's Lane Departure Warning (LDW) feature. 

In ADS testing, one potential question is determining how 
safe is safe enough. One answer could be that if an ADS is safer 
than a human driver, it is secure enough to deploy. In line with 
this, the SSTSS process uses human driver car crash datasets (as 
one of the inputs) to select test scenarios. Testing the ADS in 
these scenarios can directly compare its safety performance to 
that of human drivers. Also, it could be helpful for stakeholders 
to confirm if the ADS meets or exceeds the safety standards set 
for human drivers. Therefore, the SSTSS process could 
complement other approaches for the initial selection of test 
scenarios. 

The main strength of the SSTSS approach is that it uses real-
world car crash statistics for scenario selection, which prioritizes 
statistically significant yet often overlooked scenarios. 
However, the reliance on the availability and quality of car crash 
datasets may restrict the applicability in scenarios not well-
represented in the data or geographic regions with sparse data 
collection. If the data is not up-to-date, infrastructure, 
technological developments, or other changes in driving 
behavior might not be reflected in the data and could affect the 
output of the process. 
The SSTSS process selects and prioritizes scenarios based on 
the ODD of ADS under test (as one of the inputs). By 
considering ODD, on the one hand, SSTSS ensures that the 
selected scenarios reflect the intended use cases and 
environments for which the ADS under test is designed. This 
increases the probability of identifying potential safety-critical 
issues in those specific operating conditions. On the other hand, 
if manufacturers do not clearly define or convey the ODD, the 
selection of relevant scenarios may be less accurate. 

V. THREATS TO VALIDITY
In this section, we discuss the possible threats to the validity 
of our study and the measures taken to mitigate them. 

14 The lane change scenario includes the situation where the ego vehicle or other adjacent vehicle is 
merging or switching lanes in the same direction without maintaining an appropriate distance and speed 
with adjacent vehicle. 

TABLE VI: A SAMPLE SSTSS PROCESS OUTPUT 

Sr. # 
Prioritized 
Scenario 
Groups 

Selected 
Scenario 
Identifier 

Scenario Priority 

01 Following 
Lead Vehicle 

S17 1
S18 2
S19 3
S20 3

02 Crossing Path 

S25 4
S29 4
S28 5
S30 6
S31 6
S33 6
S34 6
S26 7

03 Pedestrian 
Interaction 

S27 8
S32 8
S36 9
S37 9
S41 9
S45 9
S39 10
S40 10
S42 11
S43 11
S38 12
S44 13

The description of scenario identifiers is available online15

      Researcher bias: The first two authors chose the keywords 
and selected publications, which might have introduced 
subjective bias. We tried to mitigate this threat by explicitly 
defining inclusion and exclusion criteria for selecting studies to 
select publications objectively. 
    Search string validity: The search query string either 
generates too few results (false negatives) or too many (false 
positives). For both conditions, we tried to mitigate threats. We 
used wild card (*) to widen the coverage and the keyword 
“AND” to minimize the false positive. We tried to keep the 
search query the same across all online repositories, but we 
slightly varied it due to the constraints of each repository. We 
reviewed the search query results to see if they contained studies 
we knew already. We were aware of 4 relevant papers, and the 
search string retrieved 3 of them. However, we found the 
missing paper’s conference version in another searched online 
repository. Furthermore, the results of the search strings were 
also manually checked, and false positives were removed. We 
did not manually add the missing publications to the results 
because we wanted to follow the procedure defined for strictly 
reviewing the literature. Furthermore, the studies using the 

15 https://github.com/ScenarioSelectionApproaches
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synonyms of the keywords used in the search query in the title 
might have been missed. We mitigate this threat by using 
synonyms of the keywords used. 

VI. CONCLUSION AND FUTURE WORK
ADS requires exhaustive testing before its deployment on real 

roads. Simulation-based testing provides a cost-effective 
approach to test ADS and requires test scenarios. In this study, 
we identify the approaches used to select or prioritize test 
scenarios for simulation-based safety testing of ADS and 
compare them. We also illustrate an example of how one 
approach complements or could be combined with other 
approaches for improving testing effectiveness and efficiency. 
In the future, we aim to demonstrate via examples how the 
remaining five selected approaches can complement or combine 
with each other to enhance testing effectiveness and efficiency. 
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Abstract—Log analysis monitors system behavior, detects er- 
rors and anomalies, and predicts future trends in systems and 
applications. However, with the continuous evolution and growth 
of systems and applications, the amount of log data generated on a 
timely basis is increasing rapidly. This causes an increase in the 
manual effort invested in log analysis for error detection and root 
cause analysis. The current automated log analysis techniques 
mainly concentrate on the messages displayed by the logs as one of 
the main features. However, the timestamps of the logs are often 
ignored, which can be used to identify temporal patterns between 
the logs which can form a key aspect of log analysis in itself. In this 
paper, we share our experiences of combining log frequency based 
analysis with log message based analysis, which thereby helped in 
reducing the volume of logs which are sent for manual analysis for 
anomaly detection and root cause analysis. 

Index Terms—Log Analysis, Log Frequency Patterns, Anomaly 
Detection, Machine Learning, Cloud Environments 

I. INTRODUCTION

Software logs have been widely employed in a variety of 
reliability assurance tasks because they are some of the main 
sources of information available that record software run-time 
information. System logs are essential for various reasons, 
especially for monitoring and troubleshooting in a given 
computing environment [7]. However, the exponential growth 
of log data presents challenges for manual analysis, leading to 
the development of automated log analysis tools that enhance 
efficiency and effectiveness. 

Traditional methods of detecting anomalies in logs involve 
using manual techniques such as searching for specific key- 
words (such as “failed”, “exception”, and “error”) or match- ing 
rules to identify potentially problematic logs associated with 
system issues [2]. However, with the growing volume and 
variety of logs generated by modern software systems, these 
manual approaches are becoming increasingly impractical due 
to their labor-intensive nature [2]. 

Automated log analysis tools for different phases such as 
logging, log compression, log parsing, and log mining exist [5]. 
In the log mining phase, statistics, data mining, and machine 
learning techniques can be employed for automatically 
exploring and analyzing large volumes of log data to obtain 
meaningful patterns and informative trends. In existing log 
analysis techniques, the log analysis is primarily based on log 
messages [5]. Little consideration 

is given to the timestamps of the logs, which might also serve 
as an important source of information with regard to the 
temporal pattern displayed by a set of logs [1]. Few solutions 
focused on identifying temporal patterns using deep learning 
methods in log analysis [3, 1]. However, the time frequency 
patterns displayed by the logs were not correlated to the 
processes indicated by these logs and the messages displayed 
by the logs. Baril et al. developed a new model that captures 
temporal deviations by means of a sliding window data 
representation [1]. However, the model they developed used a 
semi-supervised learning approach, where new temporal 
patterns were compared to past temporal patterns, which were 
devised to be ‘normal’ and anomalies were predicted based on 
the deviation between old and new temporal patterns. Due to 
the continuous evolution of software processes and ever- 
changing patterns in log occurrences, an unsupervised learning 
approach could be beneficial for log-based anomaly detection. 
Ericsson developed an AI-assisted tool, Lexicon, for au- 
tomated log based anomaly detection and root cause analy- sis 
in 5G Cloud network infrastructure. By employing ma- chine 
learning algorithms like clustering and TF-IDF (term 
frequency-inverse document frequency), Lexicon automates 
anomaly detection and root cause identification based on log 
messages (identifier-based approach). It operates in two 
modes: monitoring and troubleshooting, facilitating proactive 
issue detection, and retrospective analysis. 

Lexicon takes logs generated from different processes in 
different cloud environments of Ericsson (Kubernetes pods 
creation, VM creations, health checks, application tests, etc.), 
and analyzes these logs primarily based on the log message. 
Lexicon also detects erroneous logs based on the messages 
displayed by the logs. It categorizes all the input logs into 
different groups (log types) based on the similarity of their 
message and the process that generated these logs. This 
categorization is done for both normal and erroneous logs. 
Lexicon assigns a ‘normal value’ to each log, which is on a 
scale of -1 to 10 based on how likely the log is to be a normal 
log without any anomaly or error. Here, an anomaly refers to 
any unexpected behaviour or error in the associated cloud 
environment. The details on the normal value in the context of 
Lexicon are provided in Table I. Lexicon sends the logs with 
very low normal values to system experts for
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manual analysis to understand the root cause of the error that 
the log might represent. Although Lexicon reduces the manual 
effort involved in error detection and root cause analysis to a 
great extent, the combination of the timestamp-based analysis 
approach with Lexicon’s existing identifier-based approach can 
prove to be beneficial in further reducing the manual effort 
involved in anomaly detection and root cause analysis.

The aim of this study is to streamline log analysis for root 
cause detection in Ericsson’s cloud environment by reducing 
the system experts’ effort involved in log analysis. This is 
achieved by combining the two approaches of log analysis: 
Identifier-based and Timestamp-based. Once Lexicon 
classifies the logs based on an identifier-based approach, we 
further classify them using a timestamp-based approach, which 
includes identifying frequency patterns in logs corresponding 
to different processes and flagging deviant logs as anomalies.

II. RELATED WORK

Previous research includes developing new approaches for 
automated log analysis, however, the existing ap- proaches 
consider only one approach of analysis, i.e., either 
identifier(message)-based or timestamp-based [6]. We wanted 
to see if we can improve the efficiency of log analysis-based 
anomaly detection and root cause analysis by combining both 
approaches. Moreover, the different log analysis tools available 
currently, such as splunk, logSayer [13], log assist [11], 
logFlash [9] provide automated log analysis solutions, but none 
of them explored the timestamp-based approach yet. Most 
automated log analysis tools concentrated on identifier-based 
methods, demonstrating a gap in explor- ing the timestamp-
based aspect. Prior research, such as that by Zaman et al. [12], 
presented tools like SCMiner that localize system-level 
concurrency faults through log partitioning. While effective in 
detecting concurrent system failures, SCMiner primarily 
addresses known system failures and lacks consideration for 
detecting anomalies based on their time of occurrence. 
Similarly, LogAssist by Chen et al. [11] focus on summarizing 
logs to condense large log files into informative summaries 
through log partitioning. However, it does not consider the 
detection of anomalies based on their time frequency patterns. 
The proposed log analysis in this paper advances log 
partitioning by combining it with feature extraction, forming a 
good base for further anomaly detection. Grund et al. [4]’s 
approach, grounded in clustering and statistical methods, 
abstracted logs automatically. In comparison, this paper builds 
on these methods

III. STUDY DESIGN

In this section, we describe the steps followed to streamline 
log analysis for root cause detection in Ericsson’s cloud 
environment. The steps conducted in this study are illustrated in 
Figure 1.

Fig. 1. Research workflow

A. Data Preparation

The initial dataset comprises seven JSON files, each en- 
compassing a complete day’s worth of system logs. The dataset 
contains an extensive collection of approximately 10 million 
logs which were initially analysed by Lexicon using the 
identifier based approach, offering a rich source of data for 
analysis. In each log, several fields were captured in a 
structured manner, including a unique log uuid, log type, log 
input type, timestamp, message, and cleaned message, among 
others. In order to prepare the initial dataset for comprehensive 
analysis, a series of data preprocessing steps were 
implemented. The seven JSON files, each representing a single 
day’s log data, were combined into a single dataset to prepare 
the logs to be grouped on the basis of their log type. A Python 
script was written to extract and transform the structure of the 
log entries and store all these entries in a data frame. Each 
column within the data frame corresponds to a specific log 
field, such as log uuid, log type, message, timestamp, and many 
more. 

Since it is computationally complicated to deal with all the 
fields of a huge number of logs, necessary fields were extracted 
before proceeding with the analysis. Log ID, log type, 
timestamp, normal value, and message were the required fields 
for the frequency analysis. Important fields from the log data 
were selected for the analysis based on what would support the 
frequency analysis and what log fields would be needed for the 
system experts to analyze the logs efficiently. A Python script 
was written to extract the necessary fields from the data set and 
store them in a separate data frame. While forming this data 
frame, the logs were grouped according to their log types. 
Approximately 2000 log files were generated, each of which 
contained logs pertaining to a particular process in the cloud 
environment. 

The log data contained no null values or significant anoma-
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lies that needed removal or replacement. For our analysis, we 
excluded some log files that contained fewer than 100 logs. This 
was because we had sufficient examples of log types with more 
data, which would lead to a more representative result for this 
kind of analysis. Also, one of the targets of this research is to 
reduce the amount of logs sent for manual analysis. It is more 
effective if the analysis is run on the log types that appear 
several hundreds of times.

The first author converted 7 JSON files, each representing 
logs from one day of the week, into approximately 2000 files. 
Each of these new files contained logs of one log type. Then the 
first author excluded files with less than 100 logs from the 2000 
files.

The final dataset consists of the fields listed in table I.

TABLE I 
LOG FIELDS

Log uuid It is a unique identifier for each log.
timediff It is the time difference between the current log and

its preceding log in seconds.
log type It is a hash ID that is unique to each log type, which

depicts a particular process occurring in the cloud 
environment.

normal value It is a value assigned to a particular log type by
Lexicon according to the degree of normalcy shown by 
the log occurrences on a scale of -1 to 10, where 0 
means that the log is abnormal/erroneous, and 10 means 
that the log is normal. A normal value of -1 indicates 
that the log hasn’t been seen before and is new to 
Lexicon.

message The raw message displayed by the log

B. Pattern Identification
The prepared data set consisted of log files, each log file

consisting of logs corresponding to one log type, which 
represents a particular process in the cloud environment. It was 
necessary to identify the temporal patterns of these logs in order 
to proceed with the study. DBSCAN algorithm was used to 
identify the frequency patterns in each log file. Traditional 
clustering methods like K-means and KNN may struggle with 
identifying time-based patterns, especially when clusters occur 
at irregular intervals [10]. In these clustering algorithms, the 
number of clusters needs to be mentioned explicitly, and since 
there was no prior information on how many temporal patterns 
could be identified in one log file, it was not possible to use 
them for this analysis. DBSCAN, however, is useful in 
detecting clusters based on temporal proximity.

Each log file, representing a specific log type, was sequen- 
tially loaded for clustering. Parameters such as epsilon( ) and 
min samples were meticulously calibrated to optimize clus- 
tering results, with an iterative hyperparameter tuning process 
ensuring alignment with the temporal dynamics inherent in the 
log data. The importance of each hyperparameter in the context 
of log frequency analysis is as follows:

• Epsilon ( ) - Defining Neighbourhood Radius: The epsilon 
parameter served as a pivotal determinant in delineating
the radius within which data points were

considered neighbors. In the context of log frequency 
analysis, epsilon played a crucial role in capturing the 
temporal proximity of log occurrences. A range of epsilon 
values were explored with meticulous tuning to strike a 
balance between granularity and inclusivity.

• Min samples - Determining Cluster Density: This pa- 
rameter emerged as a vital factor in shaping the clustering
process. It dictated the minimum number of data points
required to constitute a cluster, a critical consideration
given the varied frequencies of log occurrences. For
example, some log files can have 100 logs but some other
can have 500 logs. Also, in each log file, a number of logs
can have one temporal pattern and some other logs can
have a different temporal pattern. In log frequency
analysis, fine-tuning min samples is crucial to adapt the
algorithm’s sensitivity to density fluctuations displayed
by different log types.

• Custom Distance Metric - Tailoring for Log Character- 
istics: The custom distance metric was intricately crafted
to encapsulate the temporal dissimilarity between log oc- 
currences, a fundamental aspect in log frequency analysis.
The main challenge faced while implementing DBSCAN
on the log data was that each log type had different time
intervals between consecutive logs, and it was not
possible to use the same set of hyperparameters for all the
log types and achieve the same efficiency in clustering. A
fixed inter-cluster distance could not be used for all the
clusters in all the log files. For a cluster in which the time
difference between consecutive logs is 1 second, a
distance of 1 second will be huge. On the contrary, for
clusters where the time difference is in minutes or hours,
1 second distance will be insignificant. Usage of this
custom distance made it possible to use constant values
for the hyperparameters in every cluster, especially for
epsilon, which otherwise would have to be tuned for every 
log type. Using a custom distance metric enabled
normalizing the variance within the clusters based on the
time difference between consecutive logs.

The identified patterns were systematically analyzed, con- 
sidering cluster statistics and visualizations such as scatter 
plots. We considered evaluation metrics to serve as objective 
criteria for selecting log files for in-depth analysis. Details 
about the evaluation metrics:

• Mean by Standard Deviation value: This metric is used to
measure the dispersion among the data points in a cluster.
A higher dispersion means that the clusters are not well
defined, and the gap between data points is bigger. A low
mean by standard deviation value indicates that the
clusters are well-defined.

• Outlier by Datapoint count ratio: This metric is the ratio
of the number of outliers in a log file to the total number
of logs in the log file.

• Silhouette score: This metric measures how well a dataset
is clustered by measuring intra-cluster similarity and
inter-cluster discrimination.

n

n

n
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Subsequently, outlier logs were extracted for further manual 
analysis, aimed at facilitating error detection within the log data.

C. Manual Analysis
The manual analysis phase commenced after applying the

DBSCAN clustering algorithm and identifying outliers us- ing 
predefined evaluation metrics. These metrics guided the 
selection of files that could be sent for detailed analysis. The 
manual examination aimed to reveal the relation between 
specific log messages and temporal patterns shown by them, 
providing insights into error detection and root cause analysis 
implications. All the logs that deviated from the identified 
frequency patterns were termed outlier logs. The legitimacy of 
the outliers was supported by using evaluation metrics for the 
DBSCAN clustering algorithm. Some of the outlier logs were 
taken and manually analyzed to identify the cause of the 
deviation. The outlier logs were then sent to system experts to 
learn more about these logs and to identify if these outliers 
indicated anomalies in the processes.

Semi-structured interviews [8] were conducted with system 
experts to extract insights into manual log analysis. Practitioners 
from Ericsson were selected for the interviews based on 
expertise in log analysis and domain knowledge. The interviews 
aimed to understand the relevance of log frequency analysis for 
reducing manual effort and to explore connections between log 
processes and temporal pat- terns. A collaborative effort with 
manual log analysts followed, involving a curated selection of 
log files shared for analysis. Analysts were briefed on the 
current functioning of Lexicon and the proposed improvements 
to log analysis before conduct- ing a thorough manual analysis. 
Subsequent semi-structured interviews enabled analysts to 
share their observations and insights, focusing on potential 
errors indicated by logs, outlier significance, and the approach’s 
feasibility of reducing man- ual workload. Interview topics 
ranged from the professional backgrounds of the practitioners 
to the methodologies used for log analysis and encountered 
challenges. The aim of the interviews was to understand the 
impact of the proposed approach of log frequency analysis, 
reviewing outlier logs, and envisioning its integration into 
existing workflows. In addition, the intention was to get 
feedback to refine the approach and foster collaboration 
between automated techniques and human expertise for 
effective anomaly detection and manual root cause analysis in 
cloud environments.

IV. RESULTS AND FINDINGS
DBSCAN clustering algorithm was implemented on the log 

files to identify the frequency patterns in the form of clusters. 
To verify that the clusters formed were accurate enough to 
depict the frequency patterns, hyperparameter tuning was 
employed to maximize the accuracy and efficiency of the 
algorithm and make the algorithm suitable for all log files at 
once. After iterative tuning of the hyperparameters, the final 
hyperparameters were:

• Epsilon value of 0.5

• Min samples value of 20% of the total number of logs in
each log file

Fig. 2. Logs with definite temporal patterns

• Custom distance metric: abs(x - y) / mean([x, y]), where
x and y are two consecutive points in the log dataset.

A. Outcome of the timestamp-based log analysis:
After implementing the clustering algorithm, it was

observed that while most of the log types displayed temporal 
patterns, a few log types had logs that did not adhere to a time-
frequency pattern. Visual representation of some clusters is 
shown in Figures 2, 3, 4 where each dot on the graph represents 
one log in the log type. The variation in the colors of the points 
represents different clusters, where each cluster has logs that 
adhere to a specific temporal pattern.  Figure 2 represents a log 
file which contains logs that are related to egress in a particular 
cloud cluster, i.e., the process where containers reach and 
communicate with external resources to get a particular task 
done in Ericsson’s CNF Cloud environment. According to the 
clusters, the most common time intervals between the logs 
were recorded to be between 1-5 seconds, with a domination 
of 2-second time intervals. The graphical representation also 
shows that many logs had a time interval of 0 seconds, i.e., 
many logs occurred in a burst with no time difference among 
each other. According to domain experts, these logs are 
supposed to occur at regular time intervals, as the process 
depicted by these logs is a timed process. Thus, all the logs that 
fell in the red cluster (0 seconds time interval) were deduced as 
erroneous. There are some outlier points (depicted in navy blue 
in the figure) that do not follow any of the identified temporal 
patterns. They might be alarming, especially if it is important 
for the logs to occur in a timely manner. Upon being sent for 
further analysis, the logs associated with the outliers were 
found to be erroneous. This analysis was carried out as a part 
of the interview process. For example, the log represented by 
the navy blue dot on the top of the graph, which has an eight-
second time interval with its preceding log, was found to be 
problematic after further analysis.

Figure 3 denotes a clustering result of a specific log file 
containing logs that do not follow any temporal pattern. The 
logs occur with varying time intervals ranging from 0

n
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Fig. 3. Logs with no definite temporal pattern

to 30 seconds, with most logs occurring below 15 seconds after 
the preceding log. However, a proper cluster depicting regular 
time intervals could not be formed by the clustering algorithm, 
as there weren’t enough log occurrences that followed a regular 
pattern. The dots in blue represent the logs that occur 
immediately after their preceding log. In contrast, the dots in red 
represent the logs that occur after a certain time interval after 
their preceding log. The logs depicted in the above graph are 
related to a manually triggered query event. Thus, it is natural 
that the logs which represent this process will not occur in a 
timely manner.

Fig. 4. Logs with temporal patterns and outliers

Figure 4 denotes a clustering result of logs that have both
- temporal patterns and scattered logs. On analyzing the
messages displayed by these logs, it was found that these logs
belong to a process related to load balancing of a containerized
application. The message displayed by the log did not show any
error, but the logs were occurring continuously without any gap
(represented by the sea green colored points). This immediate
occurrence of a burst of logs is alarming with respect to the
domain of these logs, and thus, it might indicate an error. On the
contrary, the logs shown by the purple points have a consistent
pattern with varying time intervals, which shows that the load
balancing in the container is running well. It is noticeable from
the graph that the pattern represented by the purple points
repeats after 200 log occurrences. It is not necessarily a pattern
with regular log occurrences, as the time

Fig. 5. Histogram representing outlier/datapoint count ratio for different log 
files

differences between consecutive logs ranged from 1 second to 
7 seconds in this pattern. Still, it was interesting to send the 

logs of this log type for further manual analysis to identify the 
domain of the logs and see why this pattern has occurred. In a 

similar manner, many other log files were analyzed using 
DBSCAN clustering. Here, the logs of each log type were fed 

to the clustering algorithm, and time patterns in each log file 
were identified. Most of the identified patterns helped in 

analyzing the logs based on their timestamps and enabled
the detection of hidden errors and abnormal behavior.

Our algorithm showed promising clustering results, as it 
could identify temporal patterns in the logs of different log 
types. The best way to validate the clustering results and the 
overall idea of log frequency analysis was to involve human 
evaluation in the clustering algorithm results. As it was not 
possible to send all the files for manual analysis due to the 
limited availability of system experts and a huge number of log 
files, certain log files had to be selected that showed promising 
clusters and an optimal number of outliers. To decide which 
files are most suitable for further manual analysis, a few 
evaluation metrics, such as outlier/datapoint count ratio and 
silhouette score were used.

The selection criteria employed by the evaluation metrics to 
select the log files for outlier analysis and manual log analysis 
are:

• Low Mean/Std value
• Outlier/datapoint count ratio lower than 10%
• Silhouette score close to 1.0 (for files with multiple

clusters)
Figures 5 and 6 provide an overview of the evaluation 

metrics, which helped in evaluating the clustering efficiency 
and choosing the files for further manual analysis. These 
histograms were generated to analyze the distribution of log 
files that fall under different values of the evaluation metrics, 
i.e., outlier by data point count ratio and silhouette score. The
processed data set consisted of more than 200 log files, and
sending all these files for manual analysis was impractical.
Evaluation metrics were therefore used to select the files that
can be sent for manual analysis. Having a visual representation
of these metrics further facilitated a calculated selection of log
files.
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Fig. 6. Histogram representing silhouette scores of the log clusters

Figure 5 shows the distribution of the ratio of the number of 
outliers to the total number of logs in each file. The X-axis 
represents the outlier count/Data point count ratio. Here, the 
ratio of 1.0 indicates that all data points were outliers, and 0 
indicates the absence of outliers. Keeping the log files with no 
outliers aside, the majority of the log files had a ratio of less than 
20% (0.2 on the x-axis). Meaning that 20% of the logs in a log 
file were outliers. Such logs would be more appropriate to 
consider for anomaly detection using log frequency analysis. 
Therefore, we considered focusing on logs with less than 20% 
outliers for manual analysis.

Figure 6 shows the distribution of the silhouette score in log 
files containing more than one cluster. The histogram shows 
that the majority of the log files had a silhouette score of
0.7. However, a silhouette score close to 1 indicates distinct 
clusters. Hence, a combination of files that had silhouette scores 
of 0.7-0.9 was considered for manual analysis.

We conducted interviews involving Ericsson practitioners 
having experience with domain knowledge of the CNF cloud 
environment and manual log analysis for error detection and 
root cause analysis. Before the interviews, relevant log files and 
identified outliers were sent to the participants. Partic- ipants 
were provided with background information on the log analysis 
tool, the research on frequency analysis, and the specific context 
of the study.

The interview consisted of 4 practitioners with varying ex- 
periences and responsibilities to consider different perspectives 
on the log frequency analysis and its impact. The information of 
the participants is listed in Table II.

TABLE II
INTERVIEW  DEMOGRAPHICS

B. Feedback on the timestamp-based log analysis:

The System experts, after analyzing the outlier logs of each
log type, were able to find that the outlier logs indeed indicated 
anomalous behavior in the associated process. They felt that 
instead of analyzing all the logs pertaining to the failed process,
only analyzing the logs that deviated from the frequency 
pattern reduced the effort involved in error detection by 
condensing the number of logs sent for root cause analysis to a 
great extent. This approach can also be used for proactive 
system monitoring and predictive maintenance of systems.

The interview structure along with the results consisting of 
practitioners’ perceptions of the revised log analysis is 
provided below:

1) Interviewee summary: We started the interview by
asking participants about their experience, roles, and the
tasks they are involved in. Table II summarizes the
introduction of the interviewees.

2) Understanding the current process of Log analysis:
Participants were asked about the typical process fol- 
lowed to analyze logs and the problems faced while
analyzing these logs for error detection analysis before
proceeding with the explanation of our approach.
Responses from the Participants: The experts analyze
log messages, such as ‘debug´ and ‘error´ from a set of
logs associated with a particular process. However, they
also note that sometimes, “the logs might not be
showing any suspicious message, which makes it
difficult to comprehend where the actual error is
coming from”. A Cloud Solutions Architect added that
“Another problem that we face regularly is the huge
number of logs we need to analyze to get to the root
cause of the error. it gets tedious sometimes.”

3) Explaining the revised Frequency Analysis Ap-
proach: Participants were given a briefing about the re- 
vised log frequency analysis approach, after which they
were asked if they understood the new approach, and if
they perceived any benefits or limitations regarding
revised the frequency analysis.
Responses from the participants: During the interview,
the participants were informed about the frequency
analysis approach and its potential integration into the
current workflow of the Lexicon. The solution architects
who are involved in supervision of log analysis high- 
lighted that it is not practical to manually examine the
timestamps of a large number of logs. Hence, they are
rarely considered in the manual analysis. However, they
added that “not looking at timestamps of the logs might
lead to neglecting some logs which might be erroneous,
but do not show any error message”. Furthermore, A
senior cloud technology developer mentioned that “I feel
this frequency analysis approach will be beneficial in
reducing the number of logs that we need to deal with for
error detection because identifying timestamp-based
patterns and eliminating the logs that adhere to a pattern
can enable better efficiency of log analysis.”

Questions Participant
1 

Participant
2 

Participant
3 

Participant
4 

Experience 9 Years 4 years 5 years 2 years
Role Lead Cloud

Solutions 
Architect

Solutions
Architect

Senior
Cloud 
Technology 
Developer

Cloud Tech-
nology De- 
veloper

Tasks Higher level
supervision 
of log- 
based error 
detection

Manual log
analysis

Development
of services 
in cloud 
environmen
t 

Development
of Lexicon 
tool
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4) Review of Outlier Logs: The log files and their outliers,
which were identified as a result of the clustering process,
were shared with the practitioners two weeks before the
interviews for them to have a thorough understanding of
the logs. During the interviews, they were asked about
their understanding of the domain of these logs and their
experience with detecting errors using the outlier logs
alone.
Responses of the participants: Participants analyzed the
log files and their corresponding outlier logs. All in-
terviewees mentioned that they were able to get to the root 
cause of the error by just analyzing the outlier logs in most 
cases. One interviewee further elaborated that “Out of the
5 log files provided to me, in 4 files, I could trace the error
by just analyzing the outlier logs, and analyzing the
temporal logs [not outliers] did not yield in the
identification of extra errors.” In some cases, they could
not identify the root cause but could find the error by
analyzing the logs that occur immediately before and after 
the outlier logs, in the given cloud system environment. X
added that “the neighboring logs showed problematic
behavior in the cloud environment, which led to delay of
the selected [outlier] logs. In fact, this way we could catch
hold of some errors which might not be visible otherwise.”

5) Error Detection and Correlation: Participants were
asked to discuss the extent to which the outlier logs helped
in error detection.
Responses from the participants: The participants deemed
that most log files’ outliers were associated with errors.
However, they felt that the correlation of error detection
with the outliers of frequency analysis would also depend
on the domain of the process depicted by the logs. For
example, it is important that logs pertaining to automated
processes such as health checks follow a time pattern, but
the same is not true for logs depicting manually triggered
events. X further elaborated “Out of the files sent to me,
one file was related to fetching data from a database
deployed in one of the containers in the CNF environment.
The logs mostly followed a temporal pattern, but it was not
necessarily a timed process, because it can be manually
triggered too. Thus, analyzing the outliers in such cases
wouldn’t help much, as the logs not following a time
pattern in such cases don’t necessarily mean that there is
an error.”

6) Impact on Manual Analysis: Participants were asked
whether frequency analysis could reduce the manual
analysis workload and how it might fit into their existing
workflows.
Responses from the participants: The participants felt that
this approach would indeed help in reducing the manual
effort, as in most cases, analyzing the outliers alone was
enough to detect the errors. X added “If all the logs were
to be analyzed, it was a very tedious task for us. We get to
the root cause eventually, but the work

involved takes a lot of time. For example, one of the files 
which I analysed as a part of this interview, contained 
close to 150 logs. whereas, the outlier logs in this file 
were only 9. I could detect the error just by analysing 
these 9 logs, and tracing their neighbour logs helped me 
reach the root cause of the error. I checked the 
remaining 150 logs which followed a temporal pattern, 
to see if there are any underlying errors indicated by 
them. I could not find anything new which was not found 
by analysing these 9 outlier logs. So I would say this 
would increase the efficiency of my daily workflow to a 
great extent.” 

7) Suggestions for Improvement: Participants were
asked to offer suggestions for enhancing the accuracy of 
the approach and additional features.
Responses of the participants: The participants were
satisfied with the frequency analysis approach and sug- 
gested integrating it into the Lexicon pipeline. A cloud
technology developer further added that “it is better to
deduce a way so that you can implement it in Lexicon,
which will cater to a lot of analysts, and will improve
the efficiency of Lexicon in root cause analysis of
errors.”

8) Future Considerations: Participants were asked to
share insights on potential applications beyond error
detection and challenges in implementing the approach.
Responses from the participants: During the interview,
one of the participants working as a senior cloud
solution architect shared an interesting use case of
frequency analysis to predict maintenance needed in a
cloud envi- ronment. He added “I think since we are
going to use this approach for error detection, we can
go a step forward and also use this approach for
predictive maintenance of the associated cloud
environments. This way, we can predict arising errors
before their occurrence and take proactive measures to
prevent them. This will further help us, as we will not
have to deal with such a huge amount of errors if they
can be prevented beforehand.”

C. Impact on manual analysis effort:

Before conducting frequency analysis, experts would have
to analyze 2252 logs for anomaly detection across 20 log files. 
However, after performing the log frequency analysis, the 
number was reduced to 167 logs. These logs were identified 
as outliers and were helpful in tracing errors. The remaining 
2085 logs, identified as normal (non-outlier) logs, did not lead 
to any errors in the associated processes. We found that the 
manual effort involved in analyzing the logs in our sample was 
reduced by 92.6%. This percentage is calculated by comparing 
the number of logs analyzed before (2252) and after (167) the 
introduction of log frequency analysis. 

True Positives and False Positives: According to the 
manual analysis by system experts, 142 out of 167 outlier logs 
indicated anomalies, resulting in a true positive percentage of 
approximately 85% and a false positive percentage of 
approximately 15%.
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V. LIMITATIONS AND THREATS TO VALIDITY
The dataset used for log frequency analysis consisted of logs

that occurred in a specific time frame, which limits the results 
of this analysis to the sample considered in the study. 
A. External Threats

The log files used for manual analysis of logs in our study
were limited, as it was not possible for system experts to analyze 
a large amount of logs. The number of log types identified in 
the initial data set was ~2000, of which some types were 
excluded because the number of logs that these files had was not 
sufficient to identify frequency patterns. Out of more than 200 
log files that made it to the final step of the automated analysis, 
20 files were selected that could be sent to system experts for 
further manual analysis based on the evaluation metrics. All the 
files used for the manual analysis had an outlier log ratio of 10-
20%, and log files that had varying percentages of outliers were 
not explored for manual analysis. The extent of effort reduction 
in manual log analysis can change with changing log data and 
thus cannot be generalized. However, we expect that the logs 
that have 10- 20% outliers based on timestamps can have similar 
results in terms of reduced manual effort. However, analyzing 
more log files manually may lead to better insights into the 
effectiveness of the log frequency analysis. 
B. Internal Threats

The logs used in this Thesis were limited to one cloud
environment of Ericsson, which makes the results of this 
analysis domain specific. Further research on log frequency 
patterns needs to be conducted to generalize the validity of this 
research to other domains in the field of Computing. 

VI. CONCLUSIONS AND FUTURE WORK
Our experience has shown that analyzing logs for error 

detection and root cause analysis can be made more efficient by 
using a log frequency analysis approach that combines a 
timestamp-based and identified-based method. Collaborat- ing 
with system experts through interviews and manual log analysis 
has been instrumental in validating the efficacy of this 
approach. This collaborative approach has the potential to 
reduce manual analysis efforts and improve anomaly detection. 
In the future, the research could focus on refining outlier 
selection criteria and incorporating advanced machine learning 
models to automate the process of outlier extraction using log 
frequency analysis. The outlier logs can be identified 
continuously in streaming log data for the proactive 
identification of anomalous behavior in the associated process. 
This way, this analysis can be extended to all log types without 
restricting it to the log files that have a certain percentage of 
outlier logs. 
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Abstract— Performance optimisation is a key to the success of 
microservices architecture. Correspondingly, many studies have 
been conducted on optimising orchestration or composition of 
multiple microservices within different application contexts. 
Unlike the existing efforts on the global optimisation, we are 
concerned with the internal optimisation of individual 
microservices. Considering the loosely coupled nature of 
individual microservices, their performance improvements could 
be independent of each other and thus would naturally bring 
benefits to their composite applications. Driven by such intuitive 
ideas together with the de facto tech stack, we have been working 
on micro-optimisation of containerised microservices at the 
Operation side (i.e., Ops-side optimisation) against the 
Development side. Based on both theoretical discussions and 
empirical investigations, our most recent work delivered three 
micro-optimisation principles, namely just-enough 
containerisation, just-for-me configuration, and just-in-time 
compilation (during containerisation). Our current research 
outcomes have not only offered new ideas and practical strategies 
for optimising microservices, but they have also expanded the 
conceptual scope and the research field of software micro-
optimisation. 

Keywords-containerisation; DevOps; micro-optimisation; 
microservice; Ops-side optimisation; performance engineering 

I.  INTRODUCTION

Since microservice-based applications may suffer from 
intrinsic performance penalties due to their distributed nature 
[1], it has been identified that performance optimisation is a key 
to the success of microservices architecture [2]. Unlike the 
existing studies that directly aim at application-level 
optimisation (e.g., through resource provisioning [3] or 
microservice placement [4]), we wonder if there are 
opportunities to focus on every single microservice to optimise. 
Intuitively, and depending on the application topology, a many-
microservice application may obtain enormous benefits if every 
microservice contributes a little performance improvement. 
Even if the eventual application benefits are only “small 
efficiencies” [5], the microservice-level optimisation will still be 
worth it, because modern (Web) applications are generally 
performance sensitive, e.g., “every drop of 20 ms... latency will 
result in a 7–15% decrease in page load times” [6]. 

Driven by these intuitive ideas, we defined the following 
research question to unfold concrete investigations and to 
distinguish from the application-level optimisation studies: 

RQ: Can we, and if yes, how do we conduct application-
agnostic optimisations to improve the performance of 
individual microservices? 

Inspired by the single-purpose feature of microservices, our 
current investigation efforts are paid to the micro-optimisation 
opportunities. Traditionally, low-level optimisation may not be 
considered as a good idea because it tends to be platform-centric 
[7]. When it comes to the containerised microservices, the 
containerisation mechanism encapsulates microservice 
components and their runtime environment all together, which 
means that the microservices’ platform details (e.g., the OS 
kernel, word size, and CPU instruction set architecture) are all 
settled in advance. Then, there will be nothing wrong to conduct 
platform-centric optimisations in this situation.  

Moreover, given the convergence of infrastructure as code 
and container technologies [8], containerised microservices 
should be able to enjoy more micro-optimisation opportunities, 
not only at the Development side (i.e., Dev-side optimisation in 
source code files) but also at the Operation side (i.e., Ops-side 
optimisation in Dockerfile, shell scripts, and machine-readable 
definition files). To verify this new idea, we further narrow 
down our focus to micro-optimisation with respect to 
containerisation. At the time of writing, our ongoing work has 
developed three micro-optimisation principles, and we name 
them as just-enough containerisation, just-for-me configuration, 
and just-in-time compilation (during containerisation). By 
reporting and justifying these principles, this paper makes a 
twofold contribution: 

In theory, this work expands the conceptual scope of,
and reveals new research opportunities in the field of,
software micro-optimisation. To our best knowledge,
this is the first study that advocates and investigates the
low-level, Ops-side optimisation.
In practice, this work suggests new strategies to
optimise containerised microservices. These strategies
would be increasingly applicable, along with the fast-
growing DevOps ecosystem that heavily leverages
infrastructure as code and container technologies.

II. RELATED WORK

A. Microservices Optimisation
Exploring “microservice(s) optimisation” in the literature

will bring a tremendous number of studies on optimising 
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orchestration or composition of multiple microservices, within 
different application contexts. By distinguishing between 
scalable (e.g., cloud) and restricted (e.g., user device) runtime 
environments, the existing studies generally formulate 
microservices optimisation either as resource-provisioning 
problems or as microservice-placement problems, with different 
objectives and different solution proposals.  

In particular, we have observed a broad range of optimisation 
objectives including, for example, minimising response 
time/latency [4], resource consumption/cost [3], [9], energy 
consumption [10], failure rate [10], etc.; and maximising 
reliability [4], [9], resource utilisation efficiency [3], network 
throughput [10], load balancing [4], [9], etc. Correspondingly, 
the proposed solutions also vary hugely, such as particle swarm 
optimisation, non-dominated sorting genetic algorithm III 
(NSGA-III), fine-tuned sunflower whale optimisation 
algorithm, ant colony algorithm, knowledge-driven evolutionary 
algorithm, Lagrangian multipliers, etc.  

It is worth noting that although some researchers claim to 
have worked on the performance tuning [11] and configuration 
adjustment [12] of individual microservices, their research work 
still measures and refers to the application indicators to conduct 
the optimisation. In contrast, our research focuses on the 
application-agnostic optimisation of microservices; and more 
distinctively, we aim to optimise microservices during their 
containerisation process before the runtime execution. 

B. Software Micro-Optimisation
Since we have not found any study on micro-optimisation of

microservices, we consider the generic software micro-
optimisation as a related topic to our research.  

Software micro-optimisation is generally defined as the 
source code-level optimisation (e.g., using StringBuilder instead 
of String in Java) without changing the software architecture, 
design, and algorithms [13]. According to the literature, the 
community seems to have opposite opinions about software 
micro-optimisation. By citing Sir Tony Hoare’s famous quote 
“premature optimisation is the root of all evil” (popularised by 
Donald Knuth) [5], “we should forget about small efficiencies” 
has been argued as a best practice of software engineering and 
even as a rule of programming [7]. Except for the unawareness 
of software micro-optimisation by some practitioners, the main 
concern is that micro-optimisation may not be a worthwhile 
investment of time compared to macro-optimisation [13], [14].  

In the meantime, there are also advocates of software micro- 
optimisation. A direct response to the aforementioned concern is 
that it is always worth investing developers’ time to save 
software users’ time [5]. Another investigation empirically 
justifies how worthwhile the micro-optimisation can be, by 
tweaking a piece of code that is responsible for a substantial 
proportion of the execution time [14]. After all, given the 
software crisis behind the continuously growing CPU power, it 
is never enough to emphasise the optimisation of software 
systems. 

We are also convinced of the value of software micro-
optimisation, because “any (even small) performance 
improvement will matter” in modern computing paradigms (e.g., 
IoT, edge, fog, cloud) [6]. Particularly, we are further concerned 
with the micro-optimisation at the Ops side instead of Dev side. 

III. THREE MICRO-OPTIMISATION PRINCIPLES

To better introduce the three micro-optimisation principles, 
we particularly highlight the justification for each principle 
description, in separate subsections. 

A. Just-enough Containerisation
1) Principle Description: When wrapping up target

functionalities into a containerised microservice, the 
containerisation should include just-enough software 
components and minimise the installation of just-in-case 
programs and middleware. 

2) Justification: When it comes to deploying a
microservice-based application, it has been widely discussed 
that the co-located microservices in a multi-tenant environment 
can interfere with and slow down each other due to the 
competition for non-partitionable resources, and the resource 
competition may eventually cause unpredictable behaviour and 
performance degradation of the microservice-based application 
[15], [16]. 

In fact, if zooming into an individual microservice, we can 
also expect to see the resource competition among its co-located 
components. Recall that each microservice is a (single-purpose) 
software application and controls its own data [17]. Since a 
single-purpose application is still composed of multiple 
components (e.g., codebase modules and a database 
management system), a containerised microservice can include 
multiple containers, and each container encapsulates a software 
component together with the component’s entire runtime 
environment. Therefore, such a multi-container microservice 
should naturally be recognised as a multi-tenant system.  

Furthermore, to support the main functionalities, each 
containerised software component may also install its enabling 
services, registry entries, background tasks, drivers, shared 
libraries, etc. on the fly during the image building process. Thus, 
the containerisation of any software component would incur 
extra performance overhead. Even if there is no resource 
competition by those inactive software components at runtime, 
the unneeded installations will unnecessarily increase the size of 
the corresponding microservice, and it has been empirically 
identified that the unused stuff is the major cause of memory 
waste [13]. 

B. Just-for-me Configuration
1) Principle Description: Without changing the codebase

and the predefined tech stack, it is worth customising the 
configurations of microservice components during the 
containerisation, to better support the microservice’s non-
functional features. 

2) Justification: Aligning with the single-responsibility
principle “do one thing and do it well”, the loosely coupled 
microservices are supposed to work (largely) independently on 
different single purposes, even within the same application 
context. Since each microservice may have its own and unique 
runtime characteristics, there does not exist a one-size-fits-all 
configuration to maximise the potentials of different 
microservices. For example, without understanding the data 
needs of individual microservices and accordingly planning 
respective strategies, the efficient cache configurations for one 
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microservice (e.g., Django’s caching framework and MySQL 
query cache) could result in inefficient caching and 
performance degradation for another microservice [18]. 

Another typical example is when containerising 
microservices that involve database systems, a microservice can 
achieve higher performance by optimising its database 
performance against its specific workload and dataset [19]. For 
instance, we can create additional indexes to expedite data 
retrieval for stateless queries. Besides the existing database 
tuning tips, in this paper we particularly report our experience in 
tweaking read-only database containers to exemplify and justify 
the micro-optimisation’s effectiveness and efficiency. 

According to Docker, the official mechanism of 
containerising a read-only database is to use the read-only 
parameter to specify a mounted data volume as read-only. 1

However, mounting data volumes “by punching a hole through 
the container” has been considered unreliable [20], and thus it 
has been argued that containers cannot be a secure candidate 
solution for database [21]. In our project, we advocate pre-
baking read-only data into container images to avoid mounting 
external volumes. By making such a customisation, this 
unofficial mechanism can not only intrinsically enable read- 
only databases (because the pre-baked data are immutable in 
image) but also improve the reliability of database containers 
(because no “hole” exists through the container). 

We have also compared the data retrieval performance 
between these two mechanisms of containerising read-only 
databases. The testbed was set up on a clean HP OMEN laptop 
of model 17-an003la (with Intel’s four-core CPU Core™ i7- 
7700HQ at 2.8 GHz base frequency). After re-installing 64-bit 
Ubuntu 20.04 as the operating system (OS), we further installed 
Docker 20.10.2, Python 3.8.5, and Jupyter Notebook 3.8.5. To 
facilitate observation, we intentionally employed large-size 
datasets (up to about 160 MB) to measure the latency of data 
retrieval from MySQL 5.7.34, in order to magnify the 
performance difference. 

Given the experimental results2 as shown in Figure 1, it is 
clear that pre-baking data into image can even achieve 
performance advantage over mounting data volumes. In other 
words, this micro-optimisation can bring multiple non-
functional benefits to read-only database containers as well as 
their supported microservices

C. Just-in-time Compilation (during Containerisation)
1) Principle Description: When applicable, it is worth

compiling the interpreted microservice components during the 
containerisation process, to avoid (or at least minimise) the 
interpretation overhead in the runtime of containerised 
microservices. 

2) Justification: Driven by the needs of reducing
development costs cross heterogeneous platforms, “write once, 
run anywhere” has become a standard practice in software 
industry. Despite various implementations of this standard 
practice, the essential enabling technique is to equip the 
development with a pervasively installed middleware (e.g., a 
runtime framework or a code interpreter) that abstracts the 

1 https://docs.docker.com/storage/volumes/
2 The experimental source files and documentation are shared at https://doi.org/10.5281/zenodo.8341856

underlying details of different platforms. Nevertheless, 
constrained by the No-Free-Lunch theorem of optimisation 
[22], it is also well known that the middleware-aided code 
translation will impose a performance penalty whenever it runs.

To alleviate the performance penalty, there emerges a 
runtime compilation strategy, i.e., translating source code or 
bytecode into machine code during the first-time execution of a 
program. However, this will meanwhile introduce a warm-up 
latency to the executables due to the extra computational 
overhead for interpreting, compiling, and linking the code. 

Recall that one of the best practices of containerisation is to 
not only import an OS base image but also specify the OS 
version [23], while the container images must have targeted one 
or more specific platforms (processor architectures) [24]. In 
other words, a container’s production environment is already 
(pre-)fixed when preparing its image. Therefore, we shall be able 
to compile the to-be-containerised microservice components just 
in time when building container images. In this way, we can 
further avoid the aforementioned warm-up latency of the 
relevant microservice components, and ultimately improve the 
overall microservice performance at runtime. 

In addition to the codebase components, the database part of 
a microservice also has similar micro-optimisation 
opportunities. Conventionally, given a SQL query, the database 
system will first convert the query into an execution plan (i.e., a 
sequence of data access steps) and then execute the plan via 
interpretation. Since the performance of modern query engines 
is increasingly dominated by the memory access and CPU usage, 
there is an emerging trend in dropping interpretation in favour 
of compilation [25]. As demonstrated by a quantitative study on 
compiling a set of selected benchmark queries [26], although the 
performance advantage varies case by case, the query execution 
after compilation generally outperforms the query execution via 
interpretation. 

Similarly, the execution performance advantage also comes 
with an extra overhead of compilation, which may make the 
overall query processing take even longer time. To address this 
problem, unlike the current research efforts that dominantly aim 

Figure 1. Data retrieval performance comparison between two mechanisms 
of read-only database containerisation.
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to expedite runtime and session-specific compilation of dynamic 
user queries [27], we argue to natively compile the pre-known 
microservice-specific queries just in time during 
containerisation, because this will extinguish the runtime 
compilation overhead when executing the containerised queries. 
In fact, we have seen promising techniques that are aligned with 
this idea, e.g., SQL Server supports native compilation of tables 
and stored procedures into DLLs.3 

IV. CONCLUSIONS AND FUTURE WORK

Performance optimisation is crucial and valuable for the 
implementation of microservices architecture. In addition to 
globally optimising microservice-based applications by 
adjusting resource provisioning and/or microservice placement, 
we argue that the internal micro-optimisation of individual 
microservices would also bring enormous benefits to 
microservice-based applications. Although still at an early stage, 
our theoretical discussions and empirical trials have led to a set 
of micro-optimisation principles with initial validation of their 
effectiveness and efficiency, at least at the Operation side for 
containerised microservices.  

On the other hand, there are clearly needs to enrich empirical 
evidence for strengthening our developed principles and for 
proposing new ones. Therefore, this early-stage research points 
out two directions toward the immediate future work. Firstly, it 
is worth keeping trying different micro-optimisation techniques 
and quantitatively studying their effects in the context of a single 
microservice. Secondly, it will be helpful to use the third-party 
application benchmarks 4  to observe and investigate the 
combined and overall effects of micro-optimising multiple 
microservices. 
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Abstract — Machine learning (ML)-equipped critical systems such 
as collaborative artificial intelligence systems (CAISs), where 
humans and intelligent robots work together in a shared space are 
increasingly being studied and implemented in different domains. 
The complexities of these systems raise major concerns for safety 
risks because decisions for controlling the dynamics of the robot 
during the interaction with humans must be done quickly driving 
the detection of potential risks in form of collision between a robot 
and a human operator using information obtained from sensors 
such as camera or LIDAR. In this work, we explore and 
compare the performance of two You Only Look Once 
(YOLO) models - YOLOv3 and YOLOv8 - which rely on 
convolutional neural networks (CNNs) for real-time object 
detection in a case study collaborative robot system simulation 
example. The preliminary results show that both models achieve 

-time performance albeit requiring 
a GPU to run at such speed as 40FPS. The results indicate the 
feasibility of real-time object detection in a CAIS simulation 
implemented with CoppeliaSim software. 

Keywords - collaborative robot, object detection, simulation, 
machine learning, risk analysis 

I.  INTRODUCTION

Artificial intelligence (AI), inculcating its fast-growing 
branch, machine learning (ML) has become a mainstay in many 
aspects of human life. From its integration in simple non-
intrusive systems such as a movie recommendation system to 
those deployed to reduce human effort, for example, GitHub 
Copilot1  which can simplify tedious programming tasks. 
Moreover, AI models dynamically evolve by learning from large 
datasets obtained from sensor readings, text corpus as well as 
continuous interaction with humans. Therefore, their 

1 https://github.com/features/copilot 
This work was partially supported by the Austrian Science Fund (FWF), 

under grant I 4701-N 

development varies significantly from conventional software 
systems [1]. 

This presents a new challenge as software engineers and 
researchers consider AI engineering as a standalone endeavour 
from software engineering process. Surely, software engineering 
is broader and involves tasks such as designing, developing, 
testing, and maintaining software applications across many 
application domains e.g., education, finance, healthcare, 
entertainment among others. Yet, AI engineering, which is a 
specialism within software engineering, is dedicated to the 
development of systems equipped with human-like intelligence 
and that are capable of learning from data and making informed 
decisions or predictions based on that data [2]. 

Furthermore, in conventional software systems, defects and 
malfunctions can and do occur, they are not harmful. However, 
malfunctions due to the application of ML solutions in safety-
critical domains can have devastating impacts on lives, property 
and systems, like robotic systems that work together with 
humans in a shared physical space to reach a common goal i.e., 
collaborative artificial intelligence systems (CAISs) [3]. These 
systems rely on ML components to process external data, decide 
on the next action and learn from observations. 

Several properties, such as safety, robustness and accuracy 
are crucial in CAISs [4]. Safety risk assessment in industrial 
collaborative robots is guided by the ISO/TS 15066 which 
specifies safety requirements for collaborative industrial robot 
systems and the work environment. The standard provides four 
modes of operation to ensure safety within the system: safety-
rated monitored stop, hand guiding, speed and separation 
monitoring, and power and force limiting. The safety risk 
management of CAISs covered by the ISO 10218-1/ISO 
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102182/TS 15066 standards [5] aligns with the tenets of Industry 
5.0 [6] which aims at a human-centric industry. This can be 
achieved with CAISs by ensuring that workers are supported by 
autonomous intelligent machines in a safe manner.

Testing and safety analysis of these complex systems 
requires new approaches that are both efficient and effective 
because testing takes up a large chunk of software system 
development budgets. Simulation testing [7] has been used 
extensively to this end to conduct quick and less costly analysis 
of different complex systems since simulators present a simpler 
and more inexpensive way to test systems.

To address the challenges above, we demonstrate an 
approach that leverages a simulated CAIS where a human 
operator works alongside a roof-mounted ML-enabled robotic 
arm. Since the simulation is within a virtually controlled 
environment, the experimentation can be done with no risk to 
human life. Compared to a real-world CAIS system, it is way 
cheaper, changes and modifications to the system can be added 
quickly and most importantly, there is no risk for real persons 
and the physical system. For safety risk management in the 
simulated system, we employ a safety-rated monitored stop in 
which the identification of a hazard – in the form of a human 
hand close to a moving robot arm – initiates an emergency stop 
(IEC 60204-1 category 2 stop and IEC 61800-5-2 SOS)2. 

The robotic arm is equipped with a vision sensor mounted at 
its tip for obtaining continuous image streams and detecting
potential risks for the human operator and stops the robot, if 
necessary, via a control script. As a risk measure in the 
simulation, the distance between the operator’s hand and the tip 
of the robotic arm is used. Specifically, two different YOLO [8] 
models for object detection methods are applied and both rely 
on a deep convolutional neural network (CNN) architecture 
trained from scratch as well as via transfer learning i.e., using a 
testing a model pre-trained on real life data on data generated 
from the simulation and compared in terms of speed and 
prediction accuracy.

CONTRIBUTIONS. Through this paper, we contribute to 
the existing literature in the safety analysis on ML-enabled 
systems through the following:

We highlight the need for real-time object detection as
a safety function based on ISO 10218-1/ISO 10218-
2/TS 15066 safety risk management standards in
collaborative ML-enabled systems.

We explore the potential of transfer learning of existing
object detection models from real to virtual as way to
quickly validate the models.

We present an argument for the use of simulators in
safety analysis of ML-enabled systems.

We carry out an experimental campaign on a simulated
industrial CAIS to demonstrate our approach which to

2 https://www.controlengeurope.com/article/109959/EN-
61800-5-2--more-than-just-Safe-Torque-Off.aspx  

the best of our knowledge is a pioneer example in the 
safety analysis of ML-enabled systems.

We evaluate the performances of the selected object
detection approaches.

The remaining part of the paper is structured as follows: 
Section II introduces the theoretical background of the applied 
methods, in Section III, our approach is explained in detail, a 
brief discussion of the preliminary results ensues in Section IV 
and finally, in Section V, a summary of this work and an outlook 
for the future are highlighted

II. BACKGROUND
Making sense of a scene, real or virtual, comes rather 

naturally to humans and they can decipher objects within an 
image more easily. Teaching a computer to identify objects 
usually requires thousands of training samples. With object 
detection, machines can localize objects within an image. 
Indeed, a high predictive performance and real-time discernment 
of objects are necessary for human-like object detection in 
computers. Accordingly, real-time means that the objects in an 
image must be detected within the time it takes until another
frame surfaces (i.e., consecutive frames of a video stream [9]).

AI researchers have developed different approaches for 
object detection. Section II-A provides the basis for a popular 
network in artificial intelligence on which complex systems such 
as convolutional neural networks (Section II-B), learning and 
decision-making tasks are built. Section II-C introduces to the 
usage of (convolutional) neural networks for object detection

A. Neural network
The first proposal of artificial neurons predates the invention 

of electrical computers and goes back to McCulloch and Pitts 
[10]. Their neurons have a set of input and control signals, and 
one output signal. This simple neuron only works with binary 
data. It is possible to create logical AND, OR and NOT gates, 
which build a functionally complete set. Therefore, every 
Boolean function can be built from McCulloch-Pitts neurons.

Figure 1. Neuron and fully connected neural network. Left: Model of a single 
neuron. The output of the neuron is the activation of the weighted sum of all 
inputs ( ). Right: Example of a fully connected neural network. 
Each circle represents a neuron. The network has one input layer, four hidden 
layers and one output layer.

A neural network can be constructed from multiple neurons 
by arranging them in layers and using the outputs from one layer 
as the input for the next layer. The first layer is called the input 
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layer, the last one output layer and all layers in between are 
hidden layers. More details about how neural networks work can 
be found in Werbos [11] and Rumelhart et al. [12].  

A simple network is shown in Figure 1. It is called fully 
connected since every output of a layer is an input of every 
neuron in the next layer.

The evaluation of a fully connected neural network is done 
via forward propagation (i.e. evaluate the first layer, use the 
output to evaluate the second one and so on). The output oi of 
layer i is calculated as follows:

Note that W(i) is the matrix obtained by stacking all the (row) 
weight vectors for each neuron (w in (1)) in the i-th layer and 
that gmai(·) is applied element-wise. The activation function for 
different layers can be different. Typical nonlinear activation 
functions that are used are:

If a linear activation function is used at each layer, for 
example, the identity function, then one can always find an 
equivalent neural network without a hidden layer, since all the 
matrix multiplications can be simplified to one.

B. Convolutional neural network
The task of image recognition can also be performed with a

fully connected network, where the different pixel values are 
used as input for the neural network. However, in images nearby 
pixels are stronger related than distant ones and object features 
are present in local parts of an image. Therefore, fully connected 
networks have many unnecessary connections. Furthermore, the 
exact position of an object within the image is most of the time 
irrelevant. Building those principles into a neural network was 
first done by LeCun et al. [13], where they trained a neural 
network to recognize handwritten digits in zip codes.

To extract the local features in an image, a convolutional 
layer is used. In difference to a fully connected layer, it is only 
connected locally in a regular pattern. The result after the 
convolution is a large feature vector. Since the exact location is 
often not important, a pooling layer can be used for 
simplification, where values are aggregated over a 

neighbourhood, e.g. via max- or mean-pooling. Neural networks 
which include one or more convolutional layers are called 
convolutional neural networks (CNNs).

Over the past decade, the accuracy of CNNs has been greatly 
improved by adding more layers, creating so-called deep CNNs. 
One of those models, AlexNet by Krizhevsky et al. [14], won 
the ImageNet Large Scale Visual Recognition Challenge [15] 
with a big lead over the second place. Since then, classification 
tasks are dominated by neural networks over the classical 
approaches.

C. Object detection with convolutional neural networks
Different approaches for object detection with CNNs have

been developed and improved, each trying to outperform the 
other. Prominent examples are YOLO (you only look once) [8], 
SSD (single shot detector) [16] and RetinaNet [17]. 
Improvements made to YOLO (YOLOv3) [18] led to a huge 
performance increase, outperforming the other networks [18] as 
shown in Figure 2. Over the years, many modifications have 
been added to the YOLO architecture, with the most recent 
version being YOLOv8 introduced by Jocher et al. [19]. 

However, many implementations still use YOLOv3 due to 
its reliability. 

Figure 2. Runtime comparison of different CNN models for object detection. 
Figure taken from [18].

Object detection is that the latter finds the bounding box of 
an object within the image. In the case of YOLO, the bounding 
box annotations are defined in a text file, each line contains 5 
numbers (without <>): 

< label > < cx > < cy > < wx > < wy > (3) 

The label is an integer starting from 0. It is up to the user to keep 
track of what real label (e.g. dog, cat, hand, ...) the number 
corresponds to. Usually, all labels are defined in an extra text 
file, in the first line is the name of the 0th object, in the second 
line of the 1st object and so on. The floating-point numbers cx 
and cy are the bounding box centre coordinates, normalized by 
the image width and image height respectively. wx and wy are 
floating point numbers of the bounding box width and height, 
again normalized by the image width and image height 
respectively.

(1)

o1 = 1 W(1)x

o2 = 2 W(2)o1

...

oi = i W(i)oi-1

(2)

x) =
1

1+ e-x : logistic sigmoid

tanh(x) =
ex - e-x

ex + e-x : hyperbolic tangent

max (0, x) : rectified linear unit (ReLU)

H(x) = 1    x > 0 : Heaviside step function
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III. APPROACH
The workflow applied in this work is illustrated in Figure 3. 

As shown, the tester (domain expert) defines relevant domain 
features that would be serve as parameters for a test case 
generator (a random search algorithm). Next, the search 
algorithm creates a set of randomly generated test data that is fed 
into the simulator to create different scenarios for which the 
vision sensor my capture different image frames of the scene. 
When the simulation is run, the vision sensor captures images of 
within its point-of-view (POV) and saves them. From the 
images, a training dataset is created which is used to train a 
model for object detection. This model is then used to stop the 
simulation if an emergency is detected.

Figure 3. Illustration of the workflow used to implement the real-time object 
detection campaign in a simulator. 

Overall, there are two major parts, the simulator (explained 
in Section III-B) where the simulation itself runs and the control 
package, from where the flow of the simulation is controlled. In 
the latter the object detection is implemented, see Section III-C
for details. 

A. Runtime System Specification
All the programs and libraries used for the implementation

are available for Windows and Linux operating systems. Table I
shows the system properties and libraries inculcated in the 
implementation used. NOTE: the libraries may depend on 
additional requirements. 

Table I. System and Simulation Environment Properties

Feature Description/Component
Operating system Windows 10 Pro (64bit)
CPU Intel Core i7-2600, 3.40GHz
GPU NVIDIA GeForce GTX 970 (4GB)
Simulation software CoppeliaSim Edu 4.4.0
Control 
environment 

Python 3.9.0; NumPy1.24.2; OpenCV 
4.7.0.72; PyTorch 2.0.1+cu118; ImageAI 
3.0.3; PyZMQ 25.0.0; Ultralytics 8.0.111

B. Simulation
The simulation itself is implemented with the robot

simulation software CoppeliaSim [20]. A snapshot of the 

3 https://zeromq.org/

working example of the simulated system is shown in Figure 4. 
The CAIS in the simulation consists of two protagonists, the 
human operator (called Bill) and a robotic arm. Both have the 
task to grab a green cube that lies on the conveyor belt. The 
robotic arm has a visual sensor at its tip and takes images with a 
resolution of 256 × 256 px.

Figure 4. Overview of the simulated CAIS. Bill, the human operator stands next 
to a table with a conveyor belt. A green cube is placed on top of it. On the ceiling 
is a robotic arm mounted. At its tip, a vision sensor is placed. The viewing 
frustum of the vision sensor is outlined by the blue lines.

1) Simulation environment: The simulation environment
typically has properties and parameters defined as part of a
scene and runs in discrete time steps that may be altered e.g., dt 
= 50ms. By default, a scene must have a main script 
(programmed with Lua [21]) and contains the fundamental code 
that allows a simulation to run through a collection of four 
callback functions: sysCall init, sysCall actuation, sysCall 
sensing and sysCall cleanup. The main script can interact with 
a simulation ”control” script also directly programmed within 
the simulation scene as a child script or as an external script. 
The two main actors in the simulation are Bill and the robotic 
arm.

Both actors aim to pick and move the cube away from the 
collaborative space, as they proceed on each timestep. In total, 
seven (7) free parameters (domain features) in the simulation are
randomly assigned values from an automated control script: 

1:  Actuation delay for Bill
2:     Hand movement speed for Bill
3:     Actuation delay for the robotic arm
4:     Movement speed of the robotic arm
5-7:  RGB colour values of the ambient light

2) Control system: The simulation parameters and
evaluation of a run are implemented in Python programs. To
connect to CoppeliaSim the ZeroMQ3 remote API is used. 

simulator

object
detection

emergency stop

simulation
status

tester

domain
features

safety requirement
( )( )safety zone

object detection
results 

vision
sensing

training
dataset

model
training 

test case
generator
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ZeroMQ is a high-performance asynchronous messaging 
library which is available for many different programming 
languages and operating systems. The simulation software 
opens a TCP port (default 23000) which can then be accessed 
to get the state of the simulation, set parameters and advance 
the time steps. Since the communication is TCP based, the 
control environment does not have to run on the same system 
as the simulation; an own dedicated machine can be used. 

C. Implementation
Two versions of the YOLO object detection models4 were

deployed in our work. They were implemented as part of the 
control script in Section III-B2 and linked to the simulation from 
where continuous images are sent from a vision sensor 
connected to the tip of the robotic arm. 

1) Dataset: The first step towards training both methods
was to generate two datasets of images. One for training and
one for testing. To generate the images, the simulation was run
500 times with random parameters and the images captured by
the vision sensor were saved. Then the images were sorted
manually into the ones with a hand present and those without a
hand. From the total number of available images, 2960 images
were selected for the training set and 500 for the test set each
with and without a hand respectively.

Figure 5. Three example images from the training for different light conditions 
and hand positions. The images have a resolution of 256 × 256px. 

The neural network approach only needs the training 
samples with a hand, called positive samples. However, those 
images must be labelled according to the YOLO label format 
(see (3)). LabelImg [22] was used to label the images since it 
provides a convenient graphical user interface (GUI) to quickly 
label a set of images. A rectangular box can be drawn around the 
object one wants to label, and the label of the object can be 
selected - in our case, the object of focus is Bill’s hand within an 
image frame. 

The labels are saved into a text file with the same name as 
the image (except for the file extension). During the labelling 
process, a few misclassified images were noticed and removed 
from the data set. This resulted in the datasets listed in Table II. 
Examples of the images are shown in Figure 5. In total, the 
labelling took roughly 6 hours. 

4 The object detection models have been packaged as a Python 
library at https://github.com/PatrickAschenbrenner/cais_rtod. 

Table II. Number of images in the training dataset and the testing dataset.

Images with hand Images without 
hand 

Training dataset 2960 2960 
Testing dataset 500 500 

2) Object detection using YOLOv3: For YOLOv3, the
ImageAI [23] Python library was used and relies on PyTorch 
[24]. The library implements the YOLOv3 architecture and has 
pre-trained models available. There are different ”sizes” of 
YOLO available with different numbers of weights. In this 
work, only the tiny-YOLOv3 version was used because GPU 
resource constraints. For the training process, the dataset is 
required to follow a strict directory structure where the 
generated images are named similarly as their annotations as in 
imagexxx.jpg should have a corresponding imagexxx.txt. 

The names of the parent directory and the images do not 
matter. However, the annotations must have the same name as 
the images, except for the file extension. Note that the images 
for training and validation are both from the training dataset 
described in Section III-C1, 20% of the images are taken for the 
validation process and 80% for training. The tiny-YOLOv3 
model was trained with an upper limit of 1000 epochs with a 
batch size of 16. 

The YOLOv3 source code was modified to stop model 
training since there is no method for early stopping (and to 
prevent overfitting) of the training process in the ImageAI 
implementation of YOLOv3 if the model performance on the 
validation set no longer increases for 50 consecutive epochs. 
While training a neural network from scratch can take quite 
some time, transfer learning may be used leverage the 
knowledge of already trained networks by initializing the 
weights of a new network with the solution of a different 
network (that solves a similar problem) [25] - in our case, 
moving from real to virtual. A more recent discussion can be 
found in the work of Zhuang et al. [26]. To investigate the 
different behaviours, the networks were both trained from 
scratch and as well implemented in a transfer learning paradigm. 

3) Object detection using YOLOv8: YOLOv8 is the most
recent version of the YOLO model available in a Python library 
from Ultralytics [19]. Its implementation is similar to 
YOLOv3, as described in the previous section. Two small 
differences for the training process are, that the directory 
annotations must be renamed to labels and that the location of 
the training images must be specified in a separate YAML file 
[27]. Otherwise, the same training images, batch size and 
number of training epochs were used. YOLOv8 also comes in 
different model sizes: nano, small medium, large and extra-
large. In this work, the nano and small versions were trained, 
both from scratch and with transfer learning. 
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D. Object Detection Integration
The A simple example of how different detection methods is

shown in Listing 1. 
1 from cais_rtod.detector import YOLOv3, YOLOv8
2 
3 img_file = "random/image.jpg"
4 # image can also be an in-memory opencv image
5 # img_file = cv2.imread("random/image.jpg")
6 
7 # YOLOv3
8 yolov3_detector = YOLOv3()
9 prediction = yolov3_detector.predict(img_file)
10 if prediction == 1:
11  print("Hand detected with YOLOv3") 
12
13 # YOLOv8
14 yolov8_detector = YOLOv8()
15 prediction = yolov8_detector.predict(img_file)
16 if prediction == 1:
17 print("Hand detected with YOLOv8")

Listing 1. Example of how the different detectors can be used in Python to 
predict if a hand is present in an image. Note that the detectors should only be 
called once (lines 8 and 14 in the code above) if multiple images are analysed. 
The library can also be used to draw bounding boxes around the detected hands, 
an example can be found in the repository containing the Python library.

IV. PRELIMINARY EVALUATION
In this section, we demonstrate how the different approaches 

performed with the testing dataset using common evaluation 
metrics [28], [29] according to the following image 
classification definitions:

True positive (TP): Number of images with hand,
correctly classified
True negative (TN): Number of images with no hand,
correctly classified
False positive (FP): Number of images with no hand,
incorrectly classified
False negative (FN): Number of images with hand,
incorrectly classified

The values resulting from determining how the different 
images are classified by the object detection models are then to 
calculate the metrics in (4). 

The above metrics are useful for classification tasks. 
However, in object detection, one wants to also know how well 
the predicted bounding box fits. To compare the true box with 

5 https://github.com/OlafenwaMoses/ImageAI/releases/download/3.0.0-
pretrained/tiny-yolov3.pt

the predicted one, the intersection over union (IoU) is used. It is 
defined as the ratio of the intersection of the two bounding boxes 
over the area of their union.

A common metric to measure how well bounding boxes are 
predicted is the mean average precision (mAP, mAP@50 if IoU 

A 
detailed explanation of how it is calculated can be found in [30]. 
However, since our focus is on assessing safety risk, it is 
sufficient that the models identify an arm fully or in part within 
an image frame to trigger an emergency stop.

A. YOLOv3
The YOLOv3 network was trained from scratch and with

transfer learning. For the former, the network was trained from 
scratch for 2000 epochs without early stopping. This number 
was chosen as it is significantly higher than the number chosen 
for early stopping and training could still be completed in a 
reasonable amount of time. However, training for more epochs 
decreased the accuracy of the network. The training time for 
early stopping was below 1h, while the full 2000 epochs took 
30h. The evaluation of the full test dataset was about 22.3 ± 0.3s 
on the GPU and 129.1 ± 0.6s on the CPU. For the latter, the 
weights were initialized with those from a pre-trained model on 
the COCO dataset [31] provided by ImageAI5. 

Figure 6. YOLOv3 example images. Top: Four false negatives from the test 
sample. Bottom: Selection of correctly identified images.

The results for the different models are listed in Table III. 
The minimum confidence level for detection is set to 40%. The 
best performance is obtained from the transfer learning model. 
From the test set only five images with a hand were misclassified 
(FN = 5) and none of the images without a hand (FP = 0). 
Examples of detected hands are shown in Figure 6. 

B. YOLOv8
Similar to YOLOv3, the YOLOv8 networks were trained

from scratch and with transfer learning, both with early stopping 
enabled. The nano and small implementations of the YOLOv8 
architecture were used to achieve the best framerate. For transfer 
learning the pre-trained model provided by Ultralytics, which 
was originally trained on the COCO dataset, was used. The 
minimum confidence level for detection is set to 40%. 
Compared to YOLOv3 the training time per epoch is faster. The 

(4)

True negative rate (TNR): 
TN

TN+FP

Precision: 
TP

TN+FP

Recall (True positive rate (TPR)): 
TP

TP+FN

Accuracy: 
TP+TN

TP+FP+TN+FN
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evaluation of the complete test dataset for nano-YOLOv8 (12.0 
± 0.1s) and small-YOLOv8 (13.0 ± 0.1s) models are 
approximately twice as fast as that of the tiny-YOLOv3 model 
as shown in Table III. Expectedly, the nano models have a higher 
frame rate than the small models. The small pre-trained model 
achieved the best accuracy, with FN = 3 and FP = 7. In Figure 7 
some example images are shown. 

Figure 7. YOLOv8 example images. Top: Misclassified images. From left to 
right are two false negatives and then two false positives Bottom: Selection of 
correctly identified images. 

C. Implication of the Results
In terms of the actual performances of the models, the results 

are consistent with findings from a similar work on real-world 
datasets which compares variants of YOLOv3 and YOLOv5 
[32]. Although in our implementation there weren’t significant 
differences in the accuracy, precision and recall of the models, 
the differences are more noticeable in terms of speed of 
detection whereby YOLOv8 variants have faster detection rates 
that YOLOv3.  

The results in the previous sections showcase promising 
potential for proactive identification of potential safety hazards 
before deploying the CAIS in the real world allowing for 
adjustments to be made to the system or the environment to 
mitigate risks. For instance, if the performances of the models 
were to be low in general or lower than a certain set threshold, 
additional models can quickly be implemented, or the existing 
models modified and tested until a desired outcome is obtained. 

Additionally, the simulation testing process can be extended 
for real world systems with minimal cost implications either 
financially or in terms of human effort needed. For instance, 
while in this work, we have relied on using transfer learning of 
object detection models trained on real-world data, for use in a 
virtual domain, the reverse is also possible i.e., training the 
models on synthetic data and then transferring them for use in 
real-world systems with little adjustments made to system. 

Furthermore, it is important to bear in mind that simulated 
environment may not perfectly reflect the real world. Several 
environmental and system factors like lighting variations, sensor 
noise, and unexpected object appearances may be difficult to 
obtain in a simulator. Therefore, discrepancies may occur 
between simulation results and real-world performance, and 
these must be accounted for. 

V. CONCLUSION & OUTLOOK
In this work, we argue for the need for safety risk analysis in 

critical ML-enabled systems using simulations. Accordingly, we 
present two different YOLO models for real-time object 
detection: YOLOv3 and YOLOv8 which rely on a deep CNN in 
a CAIS simulation. The models have been composed into an 
easy-to-use Python library and can be added to an existing 
simulation control environment without the need to rewrite the 
existing code. The simulation showcases a collaboration 
between a human operator and a robotic arm equipped with 
vision sensor detect a potential risk for the operator (Bill), 
completing a simple pick and move task. 

Both models achieved similar accuracy ( ) and 
precision ( ). However, YOLOv8 achieves higher 
detection rate of about 83FPS (12.0ms inference time) nearly 
twice the evaluation speed of YOLOv3 with 44FPS (22.7ms 
inference time) although both required dedicated GPU for 
training and testing. For early stopping, both models were 
trained in approximately 1-2 h. Noticeably, longer training did 
not result in better performance. 

For future use cases, the implementations must be tested for 
robustness. This work only considered 7 domain features and the 
models were trained based on the assigned of random values to 
the various features. Additional parameters and changes in the 
scenery may alter the look of the captured images to an extent 
where they differ too much from the training images. 

One may also use the size information from the predicted 
bounding box to estimate the distance between the robotic arm 
and the hand of the operator so that a more fine-grained risk 
estimation can be applied in combination with applicable safety 
assessment standards. For example, a speed and separation 
monitoring (SSM) based risk management process may be used 
instead of the safety-rated monitored stop. 

Future work would explore if a model trained on synthetic 
data only can be tested on real-world data by initially training 
with a large set of simulated data, and afterwards, only a small 
training sample from the real world is needed. However, 
additional parameters such as shadows and occlusion which are 
practical phenomena in the real world must be considered. 
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TABLE III. Summary of the different metrics for the YOLOv3 & YOLOv8 implementation. The models are trained with transfer learning and from scratch. 
The training stopped if the performance (mAP@50 of the validation dataset) did not increase for 50 epochs. For comparison, one YOLOv3 model was trained 

for 2000 epochs. 

tiny- 
YOLOv3 
pretrained 

tiny- 
YOLOv3 
pretrained 

tiny- 
YOLOv3 
scratch 

nano- 
YOLOv8 
scratch 

small- 
YOLOv8 
pretrained 

nano- 
YOLOv8 
scratch 

small- 
YOLOv8 
scratch 

Training time 54min 55min 30.6h 0.81h 1.2h 1.9h 1.7h 
Epochs 59 55 2000 117 118 274 177
Model size 33.1MB 33.1MB 33.1MB 5.9MB 21.4MB 5.9MB 21.4MB 
FPS (GPU) 44.8 44.8 44.8 83.1 76.7 83.1 76.7 
FPS (CPU) 7.7 7.7 7.7 18.5 8.8 18.5 8.8 
TNR 1 0.996 0.972 0.968 0.986 0.976 0.98 
Precision 1 0.996 0.972 0.969 0.986 0.976 0.98 
Recall 0.99 0.982 0.99 0.998 0.994 0.996 0.99 
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Accuracy 0.995 0.989 0.981 0.983 0.99 0.986 0.985 
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Abstract—Today’s advanced automotive systems are turning 
into intelligent Cyber-Physical Systems (CPS), bringing com- 
putational intelligence to their cyber-physical context. Such 
systems power advanced driver assistance systems (ADAS) that 
observe a vehicle’s surroundings for their functionality. However, 
such ADAS have clear limitations in scenarios when the direct 
line-of-sight to surrounding objects is occluded, like in urban 
areas. Imagine now automated driving (AD) systems that ideally 
could benefit from other vehicles’ field-of-view in such occluded 
situations to increase traffic safety if, for example, locations 
about pedestrians can be shared across vehicles. Current litera- 
ture suggests vehicle-to-infrastructure (V2I) via roadside units 
(RSUs) or vehicle-to-vehicle (V2V) communication to address 
such issues that stream sensor or object data between vehicles. 
When considering the ongoing revolution in vehicle system 
architectures towards powerful, centralized processing units with 
hardware accelerators, foreseeing the onboard presence of large 
language models (LLMs) to improve the passengers’ comfort 
when using voice assistants becomes a reality. We are suggesting 
and evaluating a concept to complement the ego vehicle’s field- 
of-view (FOV) with another vehicle’s FOV by tapping into their 
onboard LLM to let the machines have a dialogue about what the 
other vehicle “sees”. Our results show that very recent versions 
of LLMs, such as GPT-4V and GPT-4o, understand a traffic 
situation to an impressive level of detail, and hence, they can be 
used even to spot traffic participants. However, better prompts 
are needed to improve the detection quality and future work 
is needed towards a standardised message interchange format 
between vehicles. 

Index Terms—Pedestrian Detection, Cyber-Physical Systems 
(CPS), Cooperative Intelligent Transportation Systems (C-ITS), 
Large Language Models, Generative AI, Vehicle-to-Vehicle, V2V 

I. INTRODUCTION 

In recent years, advanced technologies have been integrated 
into vehicles turning them into intelligent Cyber-Physical 
Systems (CPS) to improve comfort and safety. The devel- 
opment of such intelligent systems aims to enhance safety 
and efficiency while providing an overall improved driving 
experience. CPS represents a paradigm where computational 
platforms are integrated with control algorithms, which are 
capable of handling heterogeneous distributed systems [1] as 
we face them in automotive systems. CPS uses computational 
resources to interact with physical processes; modern vehicles, 
for example, perceive their surroundings with cameras, radars 
and ultrasound devices and even road-side units (RSUs) to act 
safely in their context. 

Current technological advancements potentially influenc- 
ing automotive systems and CPS include Large Language 
Models (LLMs) that leverage natural language processing 
(NLP) techniques to understand and respond even to com- 
plex multi-modal data inputs. LLMs such as Generative Pre- 
trained Transformers (GPT) excel in various domains due 
to their exceptional language understanding and generation 
capabilities [2]. Hence, they have shown potential applicability 
in various domains such as health care, education, research, 
etc. [3] to provide better experiences and additional services 
to the users efficiently. 

A. Problem Domain and Motivation
For today’s ADAS to interact with other traffic participants,
such as other vehicles or pedestrians within the defined

operational design domains (ODDs), they typically need to 
be within a sensor’s field of view (FOV). When relaxing 
the constraint of requiring other traffic participants to be 

in a vehicle’s field-of-view (FOV) to explore opportunities 
and challenges beyond today’s generation of ADAS or even 
towards automated driving (AD), technical concepts typically 
suggest either the use of V2I via RSUs or to share sensor data 
or object information between vehicles by streaming data from 

one vehicle to another one (V2V) to complement a vehicle’s 
own field-of-view [4]. However, RSUs do not see a broad 
availability to support such scenarios, and streaming other 
vehicles’ data is consuming a substantial amount of cellular 
network bandwidth while only a fraction of the information in 
the streamed data is of relevance for an ADAS or AD system. 

With the recent advancements in the automotive context, 
as, for example, seen in the SOAFEE framework [5], vehicle 

system architectures are trending towards powerful centralized 
processing units that include CPUs and GPUs. Anticipating 
the presence of an LLM in such a vehicle could be used 

to improve, for instance, the passengers’ in-car experience 
with better voice assistants processing even complex natural 
language-based dialogues between the human and the vehicle. 
In fact, some global automotive manufacturers are already 
working on deploying state-of-the-art foundational models 

within the vehicles to assist the in-car experience for passen- 
gers [6], [7]. 

We suggest a concept to exploit the anticipated availability 
of such technologically advanced smart vehicles to circumvent 
the aforementioned relaxed constraints to enrich the own 
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Fig. 1: Graphical representation of a looking around the
corner problem: The ego vehicle is approaching an intersection 
together with vehicles A and B. Each vehicle has its own FOV 
represented by their respective colours, and that information 
could help each other understand the complete traffic situation 
at hand.

vehicle’s FOV for practical traffic situations such as looking 
around the corner at intersections [8]: As shown in Fig. 1, the 
ego vehicle is approaching an intersection where other vehicles 
A and B are in proximity as well. All vehicles have not
entered their respective line-of-sight and hence, information 
about their own surroundings could help the other vehicles 
to better understand the traffic situation. Instead of letting 
vehicles A and B stream their data to the ego vehicle, or being 
dependent on an RSU for distributing sensor data between 
vehicles, we envision that the ego vehicle is having a dialogue 
with other vehicles via their respective LLMs to enrich its own 
understanding of the surrounding traffic.

Compared to streaming images over a VANET with 1Mbps 
network link including 10% overhead, a 218.6KB image 
would require 1.98 seconds to complete the transmission. In 
contrast, the same amount of data corresponds to a dialog 
fitting on approx. 124 pages of text. Hence, we can assume 
that even a detailed back-and-forth dialogue would require
less data compared to transmitting images. Therefore, we 
envision that our proposed approach will bring tremendous 
advantages over the current technical concepts suggested in the 
scientific literature: (A) the amount of data to be shared can
be reduced substantially as only small texts are exchanged as 
we will illustrate and evaluate in our study; (B) no intellectual 
property (IP)-sensitive information about hardware capabilities 
of the data-supplying vehicles need to be exchanged as the 
LLM is acting as a communication interface within the CPS

abstracting such details; and (C) no IP-sensitive information 
about the software or machine learning (ML) models such as 
ML-weights need to be exchanged.

B. Research Goal and Research Questions
Our main research goal is to evaluate the effectiveness of

using an LLM to serve as a communication interface between 
vehicles to detect pedestrians that are not in direct line of sight. 
We address the following research questions:
RQ-1: To what extent can a state-of-the-art LLM be used 

as a communication interface to qualitatively identify 
pedestrians?

RQ-2: To what extent can a state-of-the-art LLM be used to 
reliably detect the location of pedestrians?

C. Contributions and Scope
We explore the possibility of applying an LLM for pedes- 

trian detection by conducting a set of experiments. Our main 
contribution is a qualitative assessment of a state-of-the-art 
LLM to detect pedestrians while using a minimalistic dialogue 
for a curated dataset containing single pedestrians on a cross- 
walk. While our experiments unveil impressive fine-granular 
details, the LLM’s quality to locate a pedestrian as well as the 
execution times need to be improved further.

D. Structure of the Paper
The remainder of the paper is organised as follows: In

Section II, we review the related work. Section III provides 
a detailed description about the adopted methodology that 
addresses the research goal and the research questions for 
our study. In Section IV, we present our results in detail, and 
Section V provides the analysis and discussion of the findings. 
We conclude the paper in SectionVI.

II. RELATED WORK

When we look at the feasibility of deploying LLMs within
a CPS for better utilization of resources in handling complex 
tasks, studies such as Xu et al. [9] and Yang et al. [10] show 
the potential of using LLMs to handle various tasks in dynamic 
environments. Xu et al. coined a concept called “Penetrative 
AI”, introducing LLMs to interact with and reason about the 
physical environment through various types of sensors [9]. The 
study’s findings showcase that LLMS such as ChatGPT are 
proficient in interpreting IoT sensor data and reasoning about 
them according to the tasks in the physical world. Furthermore, 
the study of Yang et al. also demonstrate that LLMs can be 
employed in physical environments as a dynamic solution, 
illustrating the potential of integrating LLMs into CPS to 
enhance their productivity [10]. These studies motivate delving 
deeper into the concept of integrating LLMs with CPS.

The problem of enriching a vehicle’s FOV as in scenarios 
like looking around the corner [8] has been addressed for a 
while to find an effective and feasible solution that can be 
applied in Cooperative Intelligent Transportation Systems (C- 
ITS). Isele et al. [11] explored the effectiveness of Deep Re- 
inforcement Learning (RL)-based approaches for intersection

A

Visibility range 
of vehicle A

Ego Vehicle

Visibility range of 
the ego vehicle

Visibility range 
of vehicle B
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handling. They report that Deep Q-Network-based approaches 
show better task efficiency and success rates compared to 
traditional rule-based methods. The authors collect a point 
cloud through a combination of six Light Detection and 
Ranging (LiDAR) sensors from an autonomous vehicle to 
simulate a real-world unsignaled T-junction scenario in SUMO 
to test the Deep-Q-Network-based approaches and traditional 
Time-To-Collision (TTC) algorithms. However, in the event
of occlusions within the intersection, the deep Q-networks 
resulted in collisions.

Kilani et at. [12] propose a framework to improve the 
driver’s FOV to detect road obstacles using LiDAR point 
cloud data. The proposed method can be used to identify 
obstacles such as buildings, vegetation, or any other roadside 
infrastructure that occludes the driver’s FOV. The latter part
of the proposed method investigates how visibility assessment 
data can be used in achieving intersection safety by mitigating 
collisions. The study shows that the higher blockage rates 
increase the collision proportions indicating a higher risk of 
collisions in intersections.

Zhou et al. [13] present a framework called EAVVE as 
a vehicle-to-everything system that utilises edge servers to 
provide vehicular vision to mitigate collisions. The authors 
have evaluated the framework against real-world road testing 
in different traffic densities using different infrastructures. The 
prototype of EAVVE works on positional data and images 
captured by sender vehicles in a given geographical area. 
The image data will be processed through object detectors
that are located in either the sender vehicle itself or at the
edge of the network, like in RSUs. The detection results and 
the direct positional data will be used to provide real-time 
emergency detection and notifications to the client vehicles. 
EAVVE has shown significant performances in both real-world 
testing scenarios as well as in simulation-based environments.

The previously mentioned studies have contributed to ad- 
dressing the challenge of occluded traffic situations. However, 
respective limitations and gaps still remain to cover various 
traffic scenarios in the context of heterogeneous system archi- 
tectures for vehicles.

III. METHODOLOGY

Our methodology to address the overall research goal is 
comprised of several parts that we describe in detail in the 
following. We included a preliminary exploratory study to 
determine the general feasibility of our idea to identify (RQ- 
1) and to locate (RQ-2) pedestrians with today’s state-of-the- 
art LLMs, as technical advancements happen regularly and
rapidly in this area. Afterward, we decided on a dataset that
we used for the subsequent systematic experiments. These
experiments entailed to determine to what degree LLMs can
identify pedestrians at all and sub-experiments to determine
the quality of an LLM’s response to locate a pedestrian
reliably.

Fig. 2: Detailed answers obtained from Microsoft Copilot. The 
question “Do you see a pedestrian in this image?” was used
as the prompt. The input image is taken from the Waymo 
dataset [16] and represents a sunset.

Fig. 3: Exploring an LLM’s capabilities not only to describe 
but also to locate a pedestrian: (a) shows the input image 
(taken from [17]), (b) the DALL.E 2 generated image (b), 
and differences between both.

A. Preliminary Exploratory Studies
We conducted a series of preliminary feasibility studies

with Microsoft Copilot, DALL.E 2 and GPT-4. Our initial 
studies unveiled that using generative AI models for object 

detection is working impressively well already in a zero-shot 
setting [14]. Fig. 2 shows a detailed description generated by 
Microsoft Copilot as an answer for the prompt “Do you see a 
pedestrian in this image?” However, localising the pedestrian 

posed a challenge for Microsoft Copilot, resulting in unwanted 
hallucinations [15] occurring unpredictably from time to time. 
We investigated as part of our pre-studies DALL.E 2 with 
the goal of to what extent DALL.E 2 is capable of not only 
detecting but also locating a pedestrian by generating a prop- 

erly annotated image as a response. The difference between the 
original image supplied to the LLM and its generated response 

was calculated and analysed to determine to what degree the 
LLM could locate a pedestrian. We observed that the image 
edit feature of DALL.E 2 works best when supplying an image 

mask to guide the LLM where to search for the pedestrian as
shown in Fig. 3. While experimenting with different image
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Is there a human pedestrian in this image? Answer 
only either “yes” or “no”.

Given the reference system where (0,0) is the top- 
left corner and (1,1) is the bottom-right corner of 
the image, provide the coordinates (X,Y), (X’,Y’) 
representing the precise location of a person in the 
image. Ensure the coordinates accurately delineate 
the complete area occupied by the person. Re- 
turn coordinates ONLY using this template: (X,Y), 
(X’,Y’)

masks seems to enhance an LLM’s response, this approach 
was not further pursued as it is contrary to our research 
goal to let the LLM locate a pedestrian on its own where 
the requesting vehicle has no information at all where the 
pedestrians and other vehicles would be. We completed our 
preliminary exploratory studies with the conclusion that only 
GPT-4 with vision (GPT-4V) introduced in September 2023
[18] and GPT-4o (“o” for “omni”) introduced in May 2024
[19] are able to detect objects with promising results.

B. Datasets
For our main experiments, we used the Waymo open dataset

[16] and, in particular, the labelled objects on pedestrians. The
Waymo dataset has been collected in urban and suburban areas
in the USA in 2021, covering over 100,000 different day and
night scenarios. The dataset was extracted with a sample rate
of 10 Hz, focusing on the front camera images in the training
set. The extraction contained 15,947 images, out of which the
first 5000 images were considered to curate our dataset.

The curated dataset contains 126 images with pedestrian 
labels to control potentially influencing factors for our exper- 
iment. We selected images having only one single pedestrian 
on a crosswalk in the centre part of the image. Another subset 
of 138 images was selected where pedestrians were not visible 
on crosswalks as a control group. These two sets of images 
were used throughout all our main experiments as described 
below. We used the VGG Image Annotator [20] to retrieve the 
bounding box coordinates of pedestrians that we later used as 
the ground truth for evaluation.

C. Experiment Design
After assessing the preliminary results, we decided to

choose the recent release of GPT-4 with vision, also known
as GPT-4V or gpt-4-vision-preview, and GPT-4o for all three 
experiments as these two models could analyse and reason 
about images in a promising manner. The obtained results will 
allow a comparison between two state-of-the-art LLMs.

1) Experiment 1: Binary Pedestrian Detection:

We designed this experiment to address RQ-1 by assessing 
to what extent the LLM can detect pedestrians. We used our 
curated dataset with the GPT-4V and GPT-4o models and the 
following prompt:

2) Experiment 2: Bounding Box Generation:

We designed this experiment to address RQ-2 assessing to 
what extent GPT-4V and GPT-4o can locate a pedestrian using 
a prompt that requests the LLM to return the coordinates 
of the area occupied by the pedestrian. Details about the 
reference coordinate system to be used were fed to the models 
along with the prompt to standardise the coordinate system of 
pedestrian detection. All images in the curated dataset were

checked against the prompt. These coordinates generated by 
GPT models were compared together with the ground truth 
coordinates retrieved from the Waymo Dataset.

3) Experiment 3: Comparative Evaluation of Prompts:

We expanded the previous experiment by systematically 
checking the curated dataset three times against the three 
prompts listed in Tab. I to conduct the comparative evaluation 
across prompts. The multiple runs across the same prompt fa- 
cilitated analysing the consistency of the responses to identify 
potential hallucinations as suggested in literature [21]. The 
initial prompt used in experiment 2 was refined repeatedly 
based on the feedback of a generative AI model. The generated 
bounding box details, respective ground truth coordinates, and 
processing times were recorded for each prompt. Furthermore, 
the results recorded under both models were compared against 
each other for performance evaluation.

IV. RESULTS

We report the results from the three experiments in the 
following. For replication purposes, we share the necessary 
code and raw results as Supplementary Material in a GitHub 
repository [22].

A. Experiment 1: Binary Pedestrian Detection
In this experiment, GPT-4V and GPT-4o both were

prompted using the images from our curated subset. The two 
models were then asked to determine whether a pedestrian was 
present in each of the individual images. The generations were 
then contrasted to the manual labels for each of the images, 
and the instances where the models correctly predicted the 
labels were counted.

As shown in Tab. II, both models GPT-4V and GPT-4o
can correctly identify the pedestrians in all images (high
recall) at the expense of wrongly labelling images with no 
pedestrians (false positives). The trade-off between recall and 
other metrics, as reported in Tab. II, aligns with the goal of 
enriching a vehicle’s FOV to reliably detect pedestrians when 
they are indeed present.

The same confusion matrix was obtained when re-running 
the experiment. However, it is important to note that even 
though none of the values for the metrics in Tab. II changed, 
the false positives were occurring in different images in the 
different runs.
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 TABLE I: List of prompts that were used in the Experiment 3 
P1 Given the reference system where (0,0) is the top-left corner and (1,1) is the bottom-right corner of the image, provide the coordinates (X,Y), 

(X’,Y’) representing the precise location of a person in the image. Ensure the coordinates accurately delineate the complete area occupied by the 
person. Return coordinates ONLY using this template: (X,Y), (X’,Y’) 

P2 In the image, identify the person’s location using a coordinate system where (0,0) is the top-left corner and (1,1) is the bottom-right corner. Provide 
the coordinates (X,Y), (X’,Y’) that encapsulate the entire area occupied by the person. Use this format only: (X,Y), (X’,Y’) 

P3 Using (0,0) is the top-left corner and (1,1) is the bottom-right corner, provide the coordinates (X,Y), (X’,Y’) of the location of a person in the 
image. The coordinates should contain the complete area occupied by the person. Return coordinates ONLY using the template: (X,Y), (X’,Y’) 

The Tab. III contains a comparative evaluation between 
the two models GPT-4V and GPT-4o to report about recall, 
specificity, and precision. 

Even though the OpenAI API documentation [23] states that 
GPT-4V is not ready to accurately answer questions about the 
positions of objects, our preliminary tests showed that it can 
understand whether a pedestrian is present, including detailed 
natural language explanations of where the pedestrian is and 
where they are headed to. This natural language explanation 
capability was also shown by GPT-4o, the most recent release 
of GPT-4 model. For instance, about the image used in Fig. 6, 
GPT-4V stated that “The individual is located in the centre 
of the image, standing in the middle of a crosswalk on the 
road [. . . ] The position of the pedestrian is directly between 
the two lanes of the road” whereas GPT-4o stated that “The 
pedestrian is in the middle of a crosswalk, facing to the right, 
and holding a “STOP” sign.” Similarly, detailed descriptions of 
the position and predictions of the intentions of the pedestrians 
were obtained from other images support the use of LLMs to 
obtain precise information about traffic. 

B. Experiment 2: Bounding Box Generation
The second experiment further explored the ability of the

models to locate the identified pedestrians, addressing RQ-2, 
by asking the LLM to provide coordinates using a specific 
reference system. To understand the overall performance, the 
following measures based on the differences between the 
generated and the ground truth bounding boxes were used: 

• Number of unions: Percentage of images, in which the
generated bounding box overlaps with the manual bound- 
ing box (as seen in Fig. 5).

• Recall: Percentage of the manual bounding box that
overlaps with the generated one (Fig. 5 shows an example
with recall close to 100% while the images that do not
share any overlapping between the manual bounding box
and generated one reported 0% recall).

• Intersection over union: Relation between the overlapping
between the generated and manual bounding boxes and
the intersection between the two. This metric penalises
big bounding boxes that would achieve 100% recall.

We computed these metrics for all images across three runs, 
and we obtained that the generated bounding boxes overlapped 
with the manually annotated ones in only 30.42% of the tests 
with GPT-4V, whereas it was recorded as 42.18% for GPT-4o. 
In the cases where the manual and generated bounding boxes 
did overlap, the recall was recorded as 37.38% and 49.76% 

for both GPT4-V and GPT-4o. This means that only around 
a third of the area occupied by a pedestrian is covered, on 
average, in only a third of the images containing a pedestrian. 

Moreover, the standard deviation across images and runs 
was 28.81% and 35.77% for both models, respectively, which 
is substantial. This means that there may be some images 
where the overlap is bigger, as in Fig. 5, and some images 

where there is very little to no overlap. To explore this 
variance, we analysed the performance of GPT-4V across 

images. The distribution of the recall for all images in the 
dataset containing a pedestrian can be seen in the left-most 
box in Fig. 7. Fig. 4 represents the percentages of Intersection 
over Union (IoU) of the bounding boxes generated by GPT-4V 
considering the images where an overlapping was reported. 
However, the average IoU in all images is smaller. This is 
due to taking into account the area of the generated bounding 
box and penalises too large areas (covering the whole picture 

would lead to a recall of 100%, but it would not be informa- 
tive). 

The individual test results, as seen in Fig. 6 show that the 
performances of both models are not consistent across runs, 
which makes the LLMs unreliable (low recall) out of the box, 
as we further discuss in Sec. V. The first row in Fig. 6 depicts 
the behaviour of both models for the prompt considered in 
Experiment 2. Further analysis of the results also shows that 
some of the images are indeed challenging for the LLM. We 
conducted subsequent data analysis to figure out the reasons 
behind the incorrect responses produced by both the LLMs. 
The three main categories of error messages were identified as 
(A) No pedestrians detected, (B) Partial coordinates and (C)
Ambiguous descriptions.

The majority of the error messages caused by GPT-4V fell 
under the partial coordinates category, where the constraint of 
the maximum token list may have hindered the generation 
of the response. However, had the model been behaving 
according to the prompt and only providing the coordinates, 
the selected maximum token count would have been sufficient. 
GPT-4o provided more “no pedestrian detected” error mes- 
sages compared to GPT-4V. However, we carefully checked all 
images where the LLMs were unable to locate the pedestrians 
and observed that 52.94% (more than half of the sample) are 
captured during dusk or sunset or within a shady environment 
or else when there is a large solar glare captured in the image. 

C. Experiment 3: Comparative Evaluation of Prompts
In our final experiment, we studied whether changing the

prompt could increase the performance for the two tasks 
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Statistic GPT-4V GPT-4o
Recall 95.24% 99.21%

Specificity 96.27% 92.03%
Precision 96.00% 91.91%

Negative Predictive Value 95.56% 99.22%
False Positive Rate 3.73% 7.97%

False Discovery Rate 4.00% 8.09%
False Negative Rate 4.76% 0.79%

Accuracy 95.77% 95.45%
F1 Score 95.62% 95.42%

Matthews Correlation Coefficient 91.53% 91.18%

TABLE II: Confusion matrix and relevant performance metrics for GPT-4V and GPT-4o in pedestrian detection over the dataset.

Ground Truth: True Ground Truth: False
GPT-4V Predicted True 120 (TP) 5 Recall4V = 95.24%
GPT-4V Predicted False 6 129 (TN) Specificity4V = 96.27%
GPT-4o Predicted True 125 (TP) 11 Recall4o = 99.21%
GPT-4o Predicted False 1 127 (TN) Specificity4o = 92.03%

Fig. 4: Intersection-over-Union (IoU) percentages for the im- 
ages that share an overlapping between the GPT-4V generated 
and the ground truth bounding boxes, zooming in the overlap- 
ping IoUs. The pie chart contains 15 slices.

Fig. 5: Images from Waymo Dataset [24] with a GPT-4V 
and GPT-4o generated bounding box (red) almost completely 
covering the ground truth area (green). The selected images 
show day and night scenarios. The results (a) and (b) are 
retrieved from the GPT-4V model, and the (c) and (d) are 
retrieved from the GPT-4o model.

TABLE III: Comparative evaluation of GPT-4V and GPT-4o

Fig. 6: The behaviour of models GPT-4V (blue), GPT-4o (red) 
against the ground truth (green) in multiple runs across each 
prompt

above. We refined the prompt based on the metrics reported in 
Tab. II and tested it with GPT-4V. The new prompt emphasised 
the need to avoid false positives by adding, “It is very 
important for you to say ‘no’ if there is no pedestrian close by,” 
following the recommendations by Cheng et al. [25]. Experi- 
ment 1 was re-run and the recall dropped to 98.18% since one 
of the images containing a pedestrian was mislabelled as false 
negative. This is an undesired result in the intended application 
context (i.e., missing out on a real pedestrian where we must 
not). However, the accuracy raised to 88.41%, given that fewer 
images were misclassified in total.

To determine whether a different choice of prompt would 
also improve the generation of coordinates, we refined also the 
original prompt (marked as P1 in Tab. I) used for Experiment
2. The goal was to increase the average recall across images
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Fig. 7: Distribution of recall values among images (for three 
runs) tested with GPT-4V (blue) and GPT-4o (blue), for the 
three alternative prompts in Tab. I.

and GPT-4V was asked to generate alternative prompts to this 
end. Two alternative prompts as listed in Tab. I were also tested 
three times for each image in the selected dataset.

Comparable to prompt P1, the bounding boxes generated by 
prompt P3 overlapped with the manual ones in 33.82% of the 
tests in GPT-4V, whereas it was 43.9% for GPT-4o. However, 
the recall was 47.04% ± 34.32% and 47.6% ± 36.21% on 
average for GPT-4V and GPT-4o, respectively. These results 
are a bit higher than that of prompt P1 as seen in Fig. 7.
Prompt P2 also achieved higher average recall values (47.65%
± 34.64% for GPT-4V and 45.01% ± 32.35% for GPT-4o)
across all tests. Even though there were slight differences in 
the number of unions going as high as 47.76% and 45.01%
for P2, the difference is not statistically significant as seen in 
Fig. 7, and the high standard deviation highlighted the different 
performance across images.

V. ANALYSIS AND DISCUSSION

The first question in this study sought to determine how 
well an LLM can act as a communication interface to de- 
tect pedestrians for ADAS. To answer that question, further 
information about the robustness of LLMs in detecting and 
locating pedestrians was needed. Therefore, the experiments
in this study set out with the aim of assessing whether GPT 
can detect a pedestrian in an image, as described in Sec. IV-A,
and describe the area of the image where they are. Further tests 
as described in Sec. IV-B attempted to force the GPT model
to use a standard format (e.g., 2D coordinates) to describe the 
area of an image containing a pedestrian.

The results of the first experiment determined that GPT-4V 
is indeed capable of labelling an image whether it contains a 
pedestrian or not, reaching a recall of 95.24% and an accuracy 
of 95.77%. GPT-4o showcased slightly better results with
a near-perfect recall of 99.21% and an accuracy percentage 
of 95.45%. These results show how well the state-of-the-art 
LLMs perform complex tasks such as pedestrian detection. 
Within this study, we consider the recall value to be the 
most crucial metric that indicates the sensitivity of the LLMs. 
In pedestrian detection, higher recall values indicate fewer

false negatives (missed pedestrians), which ultimately helps 
the system to increase safety by minimizing accidents.

Moreover, the accuracy can be further improved by chang- 
ing the prompt at the expense of a different balance between 
precision and recall. This might be interesting for scenarios 
other than the looking-around-the-corner problem, where re- 
call is of the utmost importance.

Another finding that stands out from our results is that while 
GPT-4V and GPT-4o can provide natural language descriptions 
about the position and heading of the pedestrian in the images 
at impressive details, it did not perform well in providing 2D 
coordinates to describe the bounding boxes around them. In 
two out of three cases, bounding boxes generated by GPT-4V 
did not overlap with the area occupied by the pedestrians at all, 
as reported in Sec. IV-B. GPT-4o results were slightly better 
than GPT-4V where, in an average of 45% of the tests, the 
generated bounding boxes overlapped with the area occupied 
by the pedestrians according to the ground truth data.

Moreover, our results show that (i) the variability of the 
recall across images is large, and that (ii) the accuracy is not 
consistent across different runs using the same image either. 
This undesired behaviour makes GPT-4V and GPT-4o not 
ready yet to determine the location of pedestrians; however,
as reported in the OpenAI API documentation [23], future 
updates of the model might address this limitation.

Following this experiment, as presented in Sec. IV-C, the 
prompt was updated and the performance of GPT-4V and GPT- 
4o was evaluated. The behaviour of each model was arbitrary 
in each prompt under different runs, and the performances 
were better on average. However, the null hypothesis could
not be rejected, and studying alternative formulations for the 
prompt is out of the scope of this study.

We discuss threats to validity based on Feldt and Magazinius 
[26]. During the study, we used the LLMs Copilot, DALL.E
2, GPT-4V and GPT-4o, in which we have no control over 
model-level updates. Had there been any model updates during 
the experiment period, the results and performance evaluations 
would have been changed. We consider this as the main 
internal threat of the study. The selection of the dataset, curat- 
ing a subset of images for the experiments, and formulating
the curation criteria could be considered subjective to the 
authors’ knowledge and might cause a potential bias. Although 
a preliminary study was conducted with a sample of grey- 
scale images, it is not evident whether there is a significant 
difference in accuracy between colour and grey-scale images. 
Therefore, further studies are required, and results may have an 
impact based on the image type. In addition to that, technologi- 
cal advancements in the field of automotive, including different 
sensor technologies and hardware equipment, might limit the 
generalisability of the results. The ethical concerns, rules, and 
regulations related to LLMs and Artificial Intelligence may 
also have an impact on the application level, limiting the 
generalisability. Therefore we consider them as the external 
threats that may cause an impact on the study.
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VI. CONCLUSION AND FUTURE WORK

We have suggested and systematically evaluated a novel ap- 
proach to enrich a vehicle’s understanding of its surroundings 
to overcome limitations when being dependent on V2I with 
RSUs or streaming a lot of data in V2V setups. Our proposed 
concept addresses situations where the ego vehicle’s FOV 
is partially occluded, such as in looking-around-the-corner 
situations. 

Our approach adopts LLM as a communication interface for 
connected, cooperative (automated) mobility (C-CAM) where 
the vehicles can have a “dialogue” about a traffic situation to 
abstract from the underlying sensor hardware and IP-sensitive 
software implementations. Furthermore, practical issues from 
interoperability would be substantially reduced with an LLM- 
based abstraction. Our experiments show that LLMs exhibit 
impressive capabilities to understand fine-granular details of 
a situation reliably. However, the current generation of LLMs 
has insufficient performance in locating objects reliably. Nev- 
ertheless, we consider the balance of precision and recall as 
reported in Tab. II acceptable in the context of our research 
goal for this study to reliably detect pedestrians when there are 
indeed pedestrians present. Other problems, however, might 
rely on different metrics (e.g., specificity, accuracy, or F1- 
score) to determine whether GPT-4V and GPT-4o are perform- 
ing superiorly compared to dedicated ML models. 

While LLM-based object detection is in its infancy and 
has not yet been optimised to answer with exact locations 
of objects [23], our results show the potential to expect for 
image detection and localisation. However, further improve- 
ments and research work need to be conducted on various 
complex scenarios that are not addressed yet by this single 
study, for instance, scenarios where multiple vehicles are 
prompting, complex road scenarios where multiple pedestrians 
and cyclists are involved, etc. Summing up to the questions 
that remain such as to what extent the LLM’s performance 
can scale with the input data and the complexity of the en- 
vironment. Furthermore, exploring the performance of locally 
running LLMs needs is left open as well. 

In addition to that, the authors are already working on 
evaluating the trustworthiness of the proposed pedestrian de- 
tection mechanism as a further study focusing on hallucination 
detection and mitigation. 
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Abstract—Continuous integration practices have transformed 
software development, but executing test suites of modern 
software developments addresses new challenges due to its 
complexity and its huge number of test cases. Certain test levels, 
like End-to-end testing, are even more challenging due to long 
execution times and resource-intensive requirements, moreover 
when we have many End-to-end test suites. Those E2E test suites 
are executed sequentially and in parallel over the same 
infrastructure and can be executed several times (e.g., due to some 
tester consecutive contributions, or version changes performed by 
automation engines). In previous works, we presented a 
framework that optimizes E2E test execution by characterizing 
Resources and grouping/scheduling test cases, based on their 
compatible usage. However, the approach only optimizes a single 
test suite execution and neglects other executions or test suites that 
can share Resources and lead to savings in terms of time and 
number of Resource redeployments. In this work, we present a 
new Resource allocation strategy, materialized through a 
Resource Dispatcher entity. The Resource Dispatcher centralizes 
the Resource management and allocates the test Resources to the 
different test suites executed in the continuous integration system, 
according to their compatible usage. Our approach seeks efficient 
Resource sharing among test cases, test suites, and suite 
executions, reducing the need for Resource redeployments and 
improving the execution time. We have conducted a proof of 
concept, based on real-world continuous integration data, that 
shows savings in both Resource redeployments and execution time 

End-to-End Testing; E2E Testing; Test Suite Optimization; 
System Testing; Testing Resources; Test Optimization; Testing 

I.  INTRODUCTION

Continuous integration (CI) practices that integrate and test 
software code automatically are widely adopted in both 
academia and industry, reducing the duration of development 
cycles from years/months to weeks, or even days [1]. These 
shortened cycles have impacted critical development stages 
such as software testing, where validating modern software 
developments is even more complex, due to longer and costly 
test suites comprised of thousands of test cases that are executed 
frequently [2], [3].  

1 Henceforth, we will use the term "Resources" (capitalized) 
when referring to the ones required by the E2E test suite. 

Apart from the challenges faced by CI, the testing level End-
to-End testing (E2E) present additional challenges due their 
high cost. E2E testing validates from the user iteration to the 
low-level layers like persistence or networks and are costly due 
to long execution times, expensive test Resources1 [4] or 
requiring the entire system up for their execution. The 
Resources are the physical (e.g. a mobile device or a physical 
sensor), logical (e.g. a database or a webserver) or 
computational (e.g. a lambda function or a container provided 
in Azure containers) entities that are required by a test suite 
during its execution. Although there are techniques that aim to 
optimize the test suite execution, such as test prioritization, 
selection, and minimization [5] that are effective in other testing 
levels [6], [7]. However, in E2E testing these traditional 
techniques are less effective because they continue to require 
the same expensive Resources/system for their execution. 

In previous works, we introduced RETORCH: Resource-
Aware End-to-End Test Orchestration [4], a framework that 
optimizes the E2E test execution through a characterization of 
the Resources used, a grouping and scheduling of the test cases 
according to their usage. The groups of compatible test cases 
are scheduled and executed against their Resources, exclusively 
deployed and tear down for them. This grouping and scheduling 
of test cases reduces the execution time and the number of 
unnecessary Resource redeployments to execute the suite as it 
enables test parallelization and concurrent execution over the 
Resources. However, when several executions of the same test 
suite (e.g., some repository changes committed closely, pull 
requests opened to test several configurations or dependency 
updates) are executed in the same CI system, there is still room 
for improvement.  

Throughout the life of a software project, these additional 
Resource deployments during hundreds or even thousands of CI 
executions impact the total project budget, especially in a Cloud 
environment where you only pay for what you use—but you 
pay for everything you use. [8]. 

In this paper, we propose an approach that extends the 
RETORCH framework with a Resource Dispatcher that enables 
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E2E test Resource sharing between different test cases and suite 
executions (e.g., two consecutive commits or pull requests 
opened in the repository). The objective of this Resource 
Dispatcher is to take advantage of already deployed Resources 
and share those Resources between the test cases of different 
test suites or test suite executions, whenever the tests perform a 
compatible Resource usage (e.g., test cases that do not modify 
the Resource or restore its original state after its execution). To 
achieve this, we propose a Resource Dispatcher, that is 
integrated with the RETORCH approach, centralizing the 
Resource management, deploying and tearing down the 
necessary Resources for the entire continuous integration 
system. 

The use of this Dispatcher has several scenarios. For 
example, it can assign an already deployed Resource in the CI 
(e.g., an ELK stack or a Selenoid Instance), one Resource that 
previously belonged to another TJob and make a compatible 
usage (e.g., a database that was cleaned before its usage). 
Another feasible strategy could be allocate a Resource that is 
being used concurrently by other TJobs belonging to other 
execution plans. The Execution plans [4] are TJobs scheduled 
in sequential or parallel aimed to reduce the execution time and 
the number of Resource redeployments during the E2E test 
execution. The Resource Dispatcher is applied over a case study 
with the CI data of a real demonstrator that showcases 
differences in Resource redeployments and execution time. 

The rest of the paper is structured as follows: Section II
provides the necessary background, Section III presents the 
approach, Section IV presents the proof of concept with the real 
demonstrator CI data, and finally, Section V presents the 
conclusions. 

II. BACKGROUND

The RETORCH orchestration approach [4] is composed of 
four processes: Resource identification, grouping, scheduling, 
and deployment. In the Resource identification process, the 
tester performs a smart characterization of the Resources with 
different static and dynamic attributes that describe the 
Resources and show how they are used by the test cases. For 
instance, examples of these attributes are the maximum number 
of Resources, their cost, the hierarchy relationships, or the 
specific access mode (e.g., read, write, read-write). The output 
of the Resource identification is used in the grouping and 
scheduling processes that group and schedule the test cases with 
the containerized SUT in the so-called TJobs that are arranged 
sequentially and in parallel in the Execution Plan. The 
Execution Plan is deployed during the deployment phase 
generating the necessary pipelining and scripting code (e.g., 
Jenkins Jenkinsfile, GitHub actions YAML files, or Travis 
travis.yml).

The TJobs execution follows a lifecycle composed of 
different phases. First, a set-up is performed in which various 
actions are required to deploy and configure the environment. 
This set-up is followed by test execution (onwards exec), during 
which one or several test cases with compatible Resource usage 
are executed together. Finally, the tear-down phase performs 

cleaning and release actions, as well as saving results and other 
debugging information, such as different logs.

In RETORCH, the Resource management is handled by each 
TJob, which is responsible for deploying and releasing 
Resources. This strategy is efficient if the Execution Plan is 
executed alone in the CI system and not executed frequently, 
but there is room for improvement when the CI system has 
already deployed Resources, other Execution Plans, or
executions of the same plan sequentially or in parallel. Some of 
the Resources already deployed can potentially be used by other 
TJobs that belong to another Execution Plan executed later or 
in parallel.

III. RESOURCE DISPATCHER FOR E2E TESTING

The new approach aims to enable Resource sharing between 
different Execution Plans, minimize the number of Resource 
redeployments, and also to reduce the execution time, because 
uses deployed Resources and not wait for its instantiation.

To enable this Execution Plan Resource sharing, the concept 
of Resource is refined to include the possibility of sharing them 
between different TJobs. In other words, the TJobs can take 
advantage of already deployed Resources whereby their usage 
does not impact their or other TJobs execution. 

We propose to decouple this Resource management 
(deployment and tear-down) of the TJob, through a Resource 
Dispatcher (henceforth referred to as Dispatcher). The 
Dispatcher introduces the role of test Resource manager who is 
responsible for managing the Resources used within the CI 
environment. The general process is depicted in Fig. 1, which 
gives as input several pull requests (PR) opened with their 
Execution Plans (that can be different or several executions of 
the same plan). When the CI starts with the plan, the different 
TJobs start their execution sequentially and in parallel, 
requesting different Resources from the Dispatcher. The CI
executes the different TJobs until the last has ended, which 
continues until the last TJob has finished. 

Figure 1 General overview of the process

The Resource allocation process using the Dispatcher is 
depicted in Fig. 2. The process starts with the TJob set-up, on 
which the Resources are requested. If a compatible Resource is 
already available, it is allocated. If not, a new Resource is 
instantiated. Then the Resource is used during the test execution 
phase and released before the end of the TJob in the tear-down 
phase. 

When a TJob starts its execution, it enters into the set-up 
phase (in yellow), which requests a Resource from the 
Dispatcher (1), who checks whether the Resource is already 
deployed by other Execution Plans (2) by reviewing the 
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Resource Pool (3). If the Resource is not deployed, the 
Dispatcher deploys a new Resource and registers it in the 
Resource Pool (5), along with the type of access mode 
performed and its attributes, e.g., if it is possible to be shared 
with other TJobs or it can be accessed concurrently.

Figure 2 Resource Allocation process

If the Dispatcher has an already deployed Resource, it 
verifies whether the intended usage by the TJob is compatible 
with it (4). For example, two TJobs that use the same Resource 
without modifying it are compatible and can share it for their 
execution, saving the time of a new deployment. However, if 
TJob 1 modifies and pollutes the Resource, it must be executed 
with different Resources. If not, the Dispatcher proceeds with 
the instantiation of a new Resource (e.g. turns on the hardware
device if it’s a physical Resource, instantiates it on the air if it’s 
a logical Resource, or asks the service provider for a 
computational Resource) and registers it within the Resource 
Pool with the usage that is performing the TJob (5). Conversely, 
if the Resource is compatible, it is assigned mapping this 
assignation in the Resource of the Resource Pool (5). The 
Dispatcher answers the TJob with the Resource (6), allowing 
the TJob to continue with its execution (in orange). When the 
TJob ends, during its tear-down phase (in violet), it notifies the 
Dispatcher (7) that this Resource is no longer required, giving 
to the Dispatcher the responsibility for the tear-down or its 
reasignation to another TJob.

IV. EVALUATION

To assess the viability of the Resource Dispatcher, we carried 
out a proof of concept using the FullTeaching test suite [9], part 
of a demonstrator belonging to ElasTest Horizon 2020 
European Project [10]. FullTeaching [11] is an online education 
platform designed to simplify the creation of courses and virtual 
classrooms, making remote teaching more accessible. 
FullTeaching is composed of several Resources, such as web 
and multimedia servers, relational databases, or web browsers. 

RETORCH, with the information provided by the annotated 
Resources and access modes in the test cases, provides an 
Execution Plan composed of 12 TJobs deployed in parallel in 
groups of 5 TJobs. For this proof of concept, we focused on 
three different TJobs of this Plan: TJob-A, TJob-B, and TJob-
C, whose Resources, number of test cases, and access modes 
performed are depicted in Table I: 

TABLE I 
TJOBS AND RESOURCES ACCESS MODES

Access Modes
TJob Database Web Server. Mult. Server

A R-W R R
B R-W R R
C R-W* R No-Access

All the TJobs A, B, and C modify the database, but TJob-C 
restores its state before concluding (R-W*), allowing the 
database to be used by subsequent test cases (albeit not 
concurrently). TJob C is also characterized by not accessing to
the multimedia server, making it possible to mock it to provide 
only the health check, which is lighter than the entire Resource. 

We employ the continuous integration data of the Friday 1st

of March at 0:00 a.m. on which 5 pull requests were opened by 
DependaBot with different version updates in the GitHub 
repository [9]. This repository is integrated into our Jenkins 
continuous integration system, executing the Execution Plan for 
each new pull request created. The average times on which the 
different TJob lifecycle phases start and end all pull requests are 
shown in Table II: 

TABLE II 
AVERAGE TIMES FOR PR EXECUTION AND DEPLOYMENT TIME (RESOURCES) 

Resources TJobs

ID

D
atabase 

W
eb Server

M
ultim

edia Serv,

Set-up-start

Set-up-end

Exec-start

Exec-end

Tear-dow
n-start

Tear-dow
n-end

TJob-A 29 30 46 1 48 49 120 121 126

TJob-B 29 30 46 1 47 48 149 150 153

TJob-C 29 30 46 1 49 50 121 122 124

Each Resource set-up individually takes on average in the 
different TJobs 28-29 seconds for the BD, 30.5 seconds for the 
multimedia server, and 46.36 seconds for the webserver. Fig. 3
depicts the difference in execution time with 3 parallel 
executions of the 5 different pull requests (from PR1 to PR5), 
using RETORCH's original approach (in blue) against 
RETORCH with the Dispatcher (in green).

For PR 2 and PR 3 executions, the Dispatcher alternative 
takes the same amount of time to set up. Part of this time is spent 
preparing the PR resources (indicated in yellow, with a 28-29 
second BD setup wait), while the remaining 17-18 seconds are 
spent waiting for the readiness of the PR1 Resources 
(Multimedia Server). The reuse of the same Resources in TJob 
A only requires instantiating/cleaning the database in the 
different TJobs. PR 4 and PR 5 do not require waiting and the 
execution time is reduced. On the other hand, the RETORCH 
alternative requires instantiating the Resources for each TJob 
and tearing them down when it finishes, using more time than 
the other alternative in both phases and leading to a higher total 
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execution time, saving 21 seconds. These time savings are even 
more important in the CI systems where the test suites are 
executed hundred or even thousands of times at each repository 
change. 

Figure 3 Duration of the different PR

Fig. 4 depicts the number of Resource redeployments of both 
alternatives during the whole PR, in blue RETORCH, and in 
green the RETORCH + Dispatcher alternative.

The Dispatcher alternative redeploys 70% fewer Resources 
(45 Resource re-deployments with RETORCH against 14 with 
RETORCH + Dispatcher) to execute the PRs because the TJob 
B and C share the multimedia and web servers of the first PR 
and clean the database for each TJob, while the TJob A 
instantiates its Resources in the first execution and reuses them 
in the subsequent executions. The reduction of Resource 
instantiations is useful when the Resources are limited (e.g. 
physical limitations like the number of available devices) or 
when the testing is carried out over the Cloud and each 
instantiation impacts the total project budget.

Figure 4 Number of Resource redeployments

V. CONCLUSIONS

We have proposed the Resource Dispatcher, that evolves the 
current RETORCH Resource allocation approach into a 
centralized way to manage the Resources. The Dispatcher 
enables Resource sharing between different Execution Plans or 
executions of the same Execution Plan itself, which can be 
performed when a pull request or several consecutive 
contributions arrive at the repository.

Through a proof of concept using real-world continuous 
integration data, we show the feasibility of our proposed 
approach, showcasing benefits in terms of Resource savings 
and execution time. This remarks the practical applicability of 
our solution in addressing the challenges posed by modern 
software development practices, where the complexity of test 
suites and the need for frequent testing require innovative 
solutions to streamline the testing process and continue 
improving and enhancing the software quality.

As future work, we plan to evaluate our approach in more 
demonstrators and test suites. Additionally, we intend to 
combine RETORCH with other optimization techniques such 
as test-batching. Another research line involves incorporating 
the Resource Dispatcher into a bot engine and integrating it with 
the RETORCH platform
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Abstract—Time planning of IT Projects is difficult due to a large 
number of uncertainties in the software development process. 
Mistakes in software development planning open ways to 
architectural, functional, and integrative deficiencies of the 
product and surrounding processes. Using a simple synthetic 
project, we compare three analytic techniques to evaluate project 
duration. These three techniques can work with uncertain input 
parameters, represent projects as stochastic activity networks, 
and use simple computations to approximate distributions of the 
start time and end time of all tasks. Most importantly, they 
address the problem of merge event bias. We observe that a 
method with most relaxed assumptions performs better than 
others in comparison with a simulated ideal solution. 

Keywords-project management; software development; project 
time estimation; merge event bias 

I.  INTRODUCTION

Time planning in software development projects has always 
been problematic due to uncertainty of required resources, 
time, specifications, and unreliable human estimates. A recent 
review on the development of evaluation techniques of project 
time is given in [1]–[3]. Modern software projects contain 
uncertainty in virtually all possible parameters, the project 
environment is usually unstable and changeable (including 
requirements specification), and there are no established tools 
to help project managers with time analysis. Simple techniques 
that can work with roughly estimated input data seem useful 
for this situation in industry. 

Program evaluation and review technique (PERT) [4, p. 
269] is always mentioned in the literature for practitioners as
an analytical probabilistic method for project time analysis
[2,3]. This technique searches for only one critical path (CP),
and have very restrictive assumptions for applicability. Another
way of reasoning is based on approximations of the effect of
merge event bias (MEB) [4, p.296] in each node of the
stochastic network. MEB shifts the mean of the time
distributions (TD) to the right, i.e. to a longer duration.

Although the issue of MEB is not well communicated in 
today's literature, a practical technique should include MEB 
into consideration, because it is a major model factor of 
underestimation of project time [1]–[4] beyond estimating 
uncertain parameters. As we are working on a new analytical 
method for project time analysis for very uncertain projects, 

our objective is to evaluate performance of simple techniques 
which address MEB problem. We have found no recent traces 
of such a comparison of any analytical techniques for project 
time analysis. We have identified three analytical project 
evaluation techniques that can operate under high uncertainty 
of task duration estimates, and they include a MEB correction 
procedure. These are modified PNET algorithm [4], a 
technique for estimating the distribution of a stochastic project 
makespan by Cohen and Zwikael [5] (hereinafter C-Z method), 
and the Pessimistic project evaluation and review technique 
(PPERT) [3]. 

The PNET method is an extension to classical PERT 
technique based on estimates and initial task TD of classical 
PERT. As in PERT, the normal distribution is assumed for 
eventual path duration. It considers paths in the stochastic 
network of the project but introduces a MEB correction step. 
The task durations are not necessarily statistically independent. 
A heuristic is given to decrease the number of paths involved in 
computations. Then, they select a set of representative paths 
determined using a proposed linear correlation coefficient 
between pairs of project paths and a given threshold 0.5. If the 
correlation coefficient of two paths is less than 0.5, then the 
two paths are assumed independent and representative.  
Otherwise, the "longer" path is selected to represent both paths 
and the shorter path is removed from consideration. The 
representative paths are assumed statistically independent and 
hence having few or no common tasks. It is required to 
generate the list of paths (starting with the CP). The cumulative 
distribution function (CDF) of the project completion time is 
estimated as a product of CDFs of the representative paths.  

The C-Z method can work with diverse symmetric 
distribution types, and it approximates the CDF of project time 
in each network node using discretization, interpolation, and 
extrapolation. The main point is that the maximum distribution 
in nodes differs from the distribution of the longest expected 
time among the predecessor tasks. Assuming independence of 
predecessor tasks of a node, it is possible to estimate (bound) 
the CDF of the event in the node as a product of CDFs of end 
TD of its immediate predecessor tasks connecting the current 
node and preceding nodes. The TD of the immediate 
predecessor task is the TD of the preceding node plus the 
random duration of the predecessor task. Thus, this algorithm 
does not consider paths and needs only one traverse through 
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the project network to compute all approximations of end TD 
of nodes. The meth adds quantiles of distributions of 
consecutive tasks, and multiplies quantiles of parallel 
collapsing tasks.

The method PPERT needs uniform distributions of task 
times as the input. Additionally to assumed task dependencies, 
other non-statistical dependencies (logical, technical, 
procedural, etc.) may be known as background information. 
Therefore, accepting the high uncertainty of the outcome of 
time of each task, a symmetric triangular distribution is used 
for the approximation of TD in nodes of the stochastic network 
as a MEB correction procedure. The chance constraint is used 
to compare two distributions to determine if MEB correction is 
required or the "smaller" path can be dropped, and the 
distribution of the longer "dominating" path can be set as the 
TD in the node. One traverse through the network is required. 
A simple correction of the upper bound of the final TD of the 
end node is required if MEB corrections were applied.

We evaluate the application of the methods using an 
artificial generic network taken from [2]. We will compare 
CDFs of the project duration obtained with the three methods 
and classical PERT to CDF of a simulated makespan. The 
network includes two paths of relatively equal probabilistic 
duration and generates MEB in three nodes.

II. ANALYSIS OF EXAMPLE PROJECT

The project network is given in Fig. 1 in activity-on-arc 
notation, and input data are given in Table I. Random time 
variables of nodes i are denoted as , = 0,1,2,3,4 and 
random time of tasks X , ,is indicated as , , where i and j are 
their begin and end nodes. Their respective CDF are F_ and 
F_ , . For paths, the indices of the origin, intermediary nodes, 
and the end node are used with hyphens, e.g. random time of 
path X . 

The network of the example project

Initial time estimates of tasks are uniformly distributed. 
These data are used directly in C-Z and PPERT techniques. 
Beta distributions for classical PERT and, respectively, PNET 
algorithm, were obtained with simple approximations from 
PERT theory: the mean time is (o+4m+p)/6 and standard 
deviation is [p-o]/6 [5], where optimistic (o), pessimistic (p) 
and most likely (m) values coincide with the minimum, 
maximum and mean parameters of given uniform distributions.

We are searching for an approximated maximum time 
distribution in nodes 2, 3, and 4. The distribution in node 4 is 
also project makespan.

TABLE I. INPUT DATA

Task Min Max Mean Variance Std. dev.

X0,1 7 12 9.5 0.6944 0.8333

X0,2 15 19 17 0.4444 0.6667

X1,2 4 10 7 1 1

X2,3 6 11 8.5 0.6944 0.8333

X1,3 11 16 13.5 0.6944 0.8333

X1,4 18 22 20 0.4444 0.6667

X3,4 5 9 9 0.4444 0.6667

Arcs related to CP of the classical PERT are marked in bold 
in Table I. The solution of the classical PERT for all nodes is 
given in Table II. The outcome is obvious. The PNET solution 
is shown in Table III, the outcome of the C-Z method is given 
in Table IV, and PPERT solution is in Table V.

A. PNET solution
As paths 0-2 and 0-1-2 are not correlated using the

correlation coefficient, the PNET solution for node 2 is trivial: 
CDF F_ (mean, std. dev.) = (17, 0.6667) · (16.5, 
1.3017). Solutions for nodes 3 and 4 are presented in Table III. 
Paths from the origin to node 3, respectively, node 4, are 
ranked in descending order of the mean path duration in the left 
part of the table. In the right part of the table are correlation 
coefficients for each pair of significant paths. Following the 
given heuristic rule for node 3, path P13 is not considered as its 
mean differs from the first (critical) path by more than twice 

considered as its mean differs from the first (critical) path by 
more than twice the larger of its standard deviations, i.e. 

coefficients appear in italics. For node 4, the correlation 

the path P1 represents both paths and the path P2 is removed. 
PNET solution for node 3 is F_ (25, 
1.5456), and for node 4 is F_ (30, 
1.3540). 

TABLE II. PERT SOLUTION

Node Path Distribution

1 0-1 (9.5, 0.8333)

2 0-2 (17, 0.6667)

3 0-2-3 (25.5, 1.0672)

4 0-2-3-4 (32.5, 1.2583)

B. C-Z solution
According to the algorithm, we begin with tasks , and

, as those without predecessors and set their start-time to 
zero. The maximum time in node 1, and start time of 
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immediately following tasks , and , is CDF of the 
respective predecessor task s , . 

For node 2, start-time CDFs are discretized, and sums or 
convolution are computed as completion TD for the task ,  is 
TD of path 0-1-2. CDF of maximum time in node 2 (F_ Tc, 
F_ Ti) and start time of immediately following task ,  are 
computed, and required quantiles are extrapolated. 
Computations for nodes 3 and 4 are similar. The approximate 
discretized distributions of makespan are in Table IV. 

C. PPERT solution
Initially, the end time of tasks ,  and ,  are known. The

start and end time of all other tasks are set to 0, and TD in all 
nodes, start and end time of the rest of the tasks are assigned 
"unset". The steps are given in Table V. We go from the source 
to the sink of the network computing approximate distributions 
in nodes searching the distribution of maximum project time 
(DMPT) in each node. Node distributions depend on end time 
distributions of incoming tasks and determine start time 
distributions of outgoing tasks. 

As the end TD of task ,  is known. It is equal to TD of 
the node 1 and start time of tasks ,  and , . End time of 
task X1,2 is a convolution of TD in node 1 and the duration of 
the task. Now, knowing the end TD of tasks ,  and , , we 

can determine the TD in node 2 where two sub-paths are met in 
step 1 (see Table V). 

In node 2, the domination of one sub-path A measured with 

perform MEB correction with a symmetric triangular 
distribution with P1 = h(A, B)  Tri(15, 18.5, 22) and continue 
with this triangular distribution as the distribution P1 of the 
node 2 in the next step. 

In step 2 we compare distributions of two collapsing 
subpaths A: Tri(15, 18.5, 22) and U(6, 11), and B: U(7, 12)  
U(11, 16) in the next node 3. The former distribution is larger 

we continue with Tri(15, 18.5, 22) U(6, 11) under the name P2 
as the distribution of the node 3 in step 3. 

Step 3 is performed by analogy. P3 with support [26, 42] is 
the approximation of the makespan. Because there was MEB 
correction in node 2, the upper- : 
(42-26)*0.9 
bution in node 4 is symmetric triangular Tri(26, 33.2, 40.4). 

Table III. PNET SOLUTION  

Node 3 
Path id. Path Mean Variance Std. dev. / P11 P12 P13 

P11 0-2-3 25.5 1.3389 1.0672 P11 1 0.4210 0 

P12 0-1-2-3 25 2.3889 1.5456 P12 – 1 0.3812 

P13 0-1-3 23 1.3889 1.1785 P13 – – 1

Node 4 
Path id. Path Mean Variance Std. dev. / P1 P2 P3 P4 

P1 0-2-3-4 32.5 1.5833 1.2583 P1 1 0.5377 0.2609 0

P2 0-1-2-3-4 32 2.8333 1.6833 P2 – 1 0.4997 0.3866

P3 0-1-3-4 30 1.8333 1.3540 P3 – – 1 0.4806 

P4 0-1-4 29.5 1.1389 1.0672 P4 – – – 1

TABLE IV. SOLUTION WITH C-Z 

CDF/Days 25 26 27 28 29 30 31 32 33

F_X4Tc 

0 0 0 0.002 0.004 0.112 0.214 0.329  0.443

34 35 36 37 38 39 40 41 42

0.543 0.631 0.715 0.793 0.855 0.911 0.955 0.999 1

F_X4Ti 

0 0 0 0 0 0.050 0.131 0.230 0.351

34 35 36 37 38 39 40 41 42

0.495 0.594  0.676 0.741 0.799 0.850 0.900 0.950 1
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III. CONCLUSION

A summary of the analysis is given in Fig. 2. Approximate 
CDF of makespan depends on the method. Although the mean 
is almost the same with all methods, of interest is naturally the 
probability above the mean. This is a manifestation of a longer 
possible delay. A simulated makespan is a "perfect" time to 

which the methods should be close to.

As indicated previously (e.g. [2], [4]), classical PERT 
underestimates probabilities of longer duration. Although 
PNET corrects it, the improvement is small due to reliance on 
paths instead of analysis of nodes where MEB emerges and 
accumulates. On the opposite, the C-Z method overestimates 
the duration. Moreover, overestimation is larger if one uses by 
design only discretized TD and interpolation (extrapolation) to 
calculate distributions of successor tasks without application of 
sometimes available original CDF or their convolutions. It 
follows from Fig. 2 where lines C-Z1 and C-Z2 show the 
results with Tc and Ti suffixes respectively.

The approximation of PPERT is closer to the simulated 
result despite its simple type of approximating function. This 
simple example shows that under- and overestimation can be 
visible even in a small network. There is no data on the 
behavior of unsophisticated heuristics in larger stochastic 
networks. However, the error can become larger. Although 

comparison to simulated distributions is a usual way of 
performance comparison, a better way were to apply the 
methods to data from real projects and compare results to 
recorded end times of each task and makespan. The latter is our 
incentive for future research in this area.
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Table V. PROCESSING WITH PPERT, 0.9

Step A B DMPT MEB Corr. Next step

1 X0,2 X0,1 X1,2 0.43 P1 = h(A,B) Yes 2 

2 P1 X2,3 X0,1 X1,3 0.91 P2 = A No 3 

3 P2 X3,4 X0,1 X1,4 0.93 P3 = A No – 

Figure 2. Approximated CDF of the project duration obtained with three methods

96



DSD’2024 and SEAA’2024 Works in Progress Session  AUG 2024 

A Systematic Analysis of MLOps Features and 
Platforms 

Leonhard Faubel 
University of Hildesheim 

Institute of Computer Science 
Software Systems Engineering 
Hildesheim, Germany, 31141 

faubel@uni-hildesheim.de 

Klaus Schmid 
University of Hildesheim 

Institute of Computer Science 
Software Systems Engineering 
Hildesheim, Germany, 31141 

faubel@uni-hildesheim.de

Abstract—While many companies aim to use Machine Learn- 
ing (ML) models, transitioning to deployment and practical 
application of such models can be very time-consuming and 
technically challenging. To address this, MLOps (ML Operations) 
offers processes, tools, practices, and patterns to bring ML 
models into operation. A large number of tools and platforms 
have been created to support developers in creating practical 
solutions. However, specific needs vary strongly in a situation- 
dependent manner, and a good overview of their characteristics 
is missing, making the architect’s task very challenging. 
We conducted a systematic literature review (SLR) of MLOps 
platforms, describing their qualities, features, tactics, and pat- 
terns. In this paper, we want to map the design space of MLOps 
platforms. We are guided by the Attribute-Driven Design (ADD) 
methodology. In this way, we want to provide software architects 
with a tool to support their work in the platform area. 

Keywords-MLOps, Design space, ML platforms 

I.  INTRODUCTION (HEADING 1)
     While machine learning (ML) becomes increasingly impor- 
tant to company success, the continuous transition from model 
development to deployment in the field becomes increasingly 
important. Companies may take a month or even more to 
deploy an ML model. One reason is that data scientists often 
lack knowledge of Software Engineering (SE) and computer 
science in general. While they are able to solve business prob- 
lems with analytics and ML algorithms, they often struggle 
to deploy these algorithms into software systems in the real 
world. MLOps engineers fill this gap with additional knowl- 
edge in software engineering and automation [1]. On the other 
hand, SE processes have to be adapted to ML lifecycles [2] to 
work properly. ML brings in novel characteristics into existing 
SE methods: It requires trained models, is often unpredictable, 
and copes with constantly changing data. 
     MLOps provides processes, tools, practices, and patterns 
to close this gap. It aims at increasing quality attributes 
like correctness or reliability [3]. MLOps relies on DevOps 
principles, an attempt to automate the deployment processes 
of new software versions in software engineering and extents 
this by integrating ML relevant adaptations of the processes. 
MLOps provides best practices and guiding principles around 
ML, including collaborative work, reproducibility, continuous 

delivery, testing, and monitoring [4]. It aims to increase qual- 
ity, simplify the management process, and automate the de- 
ployment process of bringing ML models into production [5]. 
Digital platforms can be defined as products, services, 
or technologies that serve as a basis for a large number 
of companies and offer complementary products, services 
products, services, and technologies [6]. MLOps platforms are 
platforms that manage ML pipelines [7] and try to satisfy the 
abovementioned gaps and capabilities. Since most platforms 
have many overall features in common, they are mainly 
different in their particular application [4]. 
This paper discusses the design space of such MLOps 
platforms from a technical software engineering perspective. 
It categorizes and provides an overview as decision support 
for platform developers and software architects who choose 
platforms as an integration component of more extensive appli- 
cations. Initially, 70 MLOps platforms were compared based 
on a search on Google and Google Scholar to gain a general 
understanding and define terms. Based on that knowledge, an 
SLR was conducted as described in Section III. The results 
of our analysis led to a thorough description of characteristics 
of functions relevant to MLOps as well as example tools that 
implement them. Together with descriptions of relevant tactics 
this provides the core of our analysis of the design space of 
MLOps platforms as given in Section IV. In Section V, we 
particularly describe some major platforms, while Section VI 
provides an analysis and Section VII concludes. 

A. Background
Traditional systems are static and often meet a company’s

needs in terms of speed, reliability, and the ability to predict 
its outcome [3]. ML models, in contrast, are different: They 
have inferences whose function cannot always be verified. 
Sometimes, their behavior is neither predictable nor fully 
repeatable. Data, code, and models are cross-dependent, and 
data, pre-processing, and training are interrelated in very com- 
plex ways. In production, input changes may cause inadvertent 
behavior. Changes in data or parameters cause changes in the 
inference [8], so focusing on mitigation strategies is especially 
important. 
MLOps as a collection of techniques, tools, practices, or 
processes for ML deployment in production [9], [10], [11]. 
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Figure 1: ML life-cycle adapted from [17].

aims to increase the level of automation [12], [13], [14]. A
(1) business problem must be solved. Initially, the problem
has to be fully understood. Further, the problem should be
specified. Data should be acquired or made available for
further steps [15]. For this, raw data must be processed
to extract information, remove erroneous data, and bring
it to a reasonable shape [16]. Then, the data needs to be
(2) explored [15]. This involves finding correlations in the
data by data scientists in collaboration with business domain
experts to find technical challenges and first correlations in the
data. Then, a fitting algorithm to the problem is (3) selected.
(4) Feature selection means checking for similarities and
impact on the prediction goals and eventually transforming
raw data into other representations. A model is (5) built using
the selected algorithm with appropriate features to use the
correlation or patterns to predict. This model is (6) evaluated
by checking how well the model performs using data that
has not been used for training. The results are (7) presented
and should be compared to other methods. This includes an
analysis of the advantages: does its usage exceed the benefits
or the cost? Then follows the (8) design of a pipeline that
suits the needs of prior steps. After the model is (9) de- 
ployed as a module with interfaces (serving the model), it is
(10) monitored by controlling the model behavior over time:
often, there are underlying problems like drift under real-
world
conditions, leading to anomaly and misbehavior of the model.
Consequently, a typical ML life-cycle contains the activities
shown in Figure 1.

II. RELATED WORK

This section reviews literature related to the design space
of MLOps platforms. We focus on architectural descriptions,
implemented MLOps platforms, and systematic reviews.
Several publications discuss MLOps architecture based
on functional components, tools, and software infrastruc- 
tures [18], [19], [20], [21]. Some implementations of MLOps
platforms consider functional aspects as components to show- 
case the benefits of introducing MLOps tools [22], [23].
The architectures of such implementations are often domain- 

specific, e.g., Nia et al. [24] present an MLOps infrastructure
for model deployment for telecom data that has been imple- 
mented and evaluated using metrics.
Furthermore, authors reveal their design decisions by com- 
paring features offered by different platforms, e.g., Zarate et
al. [25] compare different tools based on predefined features,
and Recupito et al. [26] conducted a multivocal literature
review of the most common MLOps tools in which they
examined features and functionalities. Compared to other
literature reviews that address features, in this paper we look
at 70 MLOps platforms and consider features from an SE
perspective as a solution approach for software architects.
Architectural design solutions are described. These include
reference architectures based on components [18], [27], soft- 
ware architecture patterns [28], and cloud computing design
patterns for MLOps [29]. 

III. METHOD

The method for this systematic literature review (SLR)
followed the guidelines for performing SLRs in Software
Engineering [30] and is described in more detail in a technical
report [31]. At first, a search on the topic was carried out via
Google and Google Scholar. Based on the results, an overview
of MLOps platforms and an initial selection of published
studies were obtained. This initial automated search helped
to develop an initial understanding of the topic and to define
terms and expressions that served as the basis for the search
in this SLR. A comprehensive search strategy was developed
to identify relevant studies. The search was performed in
academic search engines including ACM Digital Library, IEEE
Explore, and Science Direct using the keywords related to
“MLOps” or “Machine Learning Operations”. As a result,
we included 47 white and grey literature studies and 95 self- 
published documents. 

A. Research Questions
RQ1 How do MLOps platforms differ in their design?
  RQ1.1 What features are commonly found in MLOps plat- 

                 forms? 
  RQ1.2 How do MLOps platforms support different qualities

 or characteristics in the context of their design and
  implementation?

  RQ2 What are the current MLOps platforms?
   RQ2.1 What can be learned from the current research re- 
               sults?

B. Selection Criteria
We included published research studies in English, such as

conferences, journals, magazine papers, books, reports, and
white papers using the term MLOps or Machine Learning
Operations and dealing with MLOps platforms, automation,
or software engineering published between January 2012 and
May 2022. Self-published documents such as vendor home- 
pages and blogs support our findings if no studies are available.
Excluded are duplicate versions of studies, studies in
languages other than English or German, studies without

98



DSD’2024 and SEAA’2024 Works in Progress Session AUG 2024

reference to the research questions, talks without available
information like protocols or notes, and posters.

   Studies were excluded if they:

Did not meet the inclusion criteria

Were duplicates

Were published in languages other than English

     Different studies related to MLOps or Machine Learning
Operations were excluded from the analysis. This was because
MLOps can have various meanings, such as minimum lin- 
ear operations or Multi-objective Lexicographic Optimization
Problems. Additionally, the term Machine Learning Opera- 
tions refers to supporting methods for ML, processing opera- 
tions, or ML methods. 

C. Data Extraction, Analysis, and Synthesis
Data extracted from the selected studies include item type,

author(s), publication year, title, DOI, abstracts, and refer- 
ences. A thematic analysis approach was used to synthesize
the findings and identify patterns across the selected studies.
The quality of the included studies was assessed by check- 
ing whether the results were based on evidence and arguments,
whether the study presented a research project, and whether
the study’s objectives were clearly defined. Studies that met
these quality criteria were included in the final analysis. 

D. Threats to Validity
Search on Google utilizes user preferences and factors such

as search history and location, especially when no action
is taken. Since MLOps is in the author’s area of interest
and he regularly searches for it concerning his work, we
assume the bias could benefit our case. The Google and
Google Scholar searches were incomplete, as there were too
many results to review. However, the most relevant articles
are listed first. During the assessment process, we identified
several potential sources of bias that might have impacted the
integrity of the findings. First, the identification of studies
relied exclusively on selecting electronic databases. The initial
search on Google and Google Scholar enabled us to check
whether we had omitted any relevant studies. Further, bias
could arise from only one author reviewing the articles, leading
to subjective decisions. Another source of bias is the initial
search of MLOps platforms, which helped select keywords
and created an understanding of the study’s vocabulary but did
not exclude the inclusion of developer and commercial vendor
articles that were not based on scientific methods. However,
the information gathered there was purely technical and was
supported by information from the subsequent SLR and our
experiences on the topic. 

IV. DESIGN SPACE

This chapter describes features and design decisions in
MLOps platforms. Features, which we consider as function
groups, represent design decisions, while the quality aspects
and criteria provide a rationale for these decisions. 

Here we cover the quality aspects, technical features,
and functionalities required in MLOps platforms. These in- 
clude functionalities that support the activities of the MLOps
lifecycle and features that increase the quality of MLOps. In
some platforms, these features are implemented directly, while
in others, they are made possible by openness and adaptability.

A. Quality Attributes
This section outlines context-specific quality attributes of

MLOps platforms. Significantly more quality attributes are
described in our technical report [31]. Figure 2 provides
an overview of the exemplary properties described in detail
below. 

Figure 2: Context-specific overview of qualititesbased on a utility tree.

1) Actuality of Data: The higher the amount of labeled
data, the higher the model’s quality. Automatic labeling or la- 
bel UIs can help gather new data. It may be beneficial to check
if the correct labels exist and add a category for data that is not
supposed to be predicted by the model to allow completeness.
Additionally, the data should include other representations
of each label. Standards in the data collection and labeling
process allow consistency in terms of the expected data format
and volume. However, labeling mechanisms have weaknesses
since data must meet the intended needs and requirements
to be relevant. This is not always granted due to human or
machine error and must be checked frequently. That is why
data cleaning is crucial. It helps to avoid typos, duplicate
entries, measuring inaccuracies, missing features or values,
and inaccurate labels. There may be a latency until the data
appears in the database when information about a particular
data point is recorded. Timeliness is essential when the system
requires the latest and up-to-date data [17], [32]. Here, real- 
time environments for distributed processing of large datasets,
data warehouses, and distributed search- engines [33] can help.
Some of these environments support the high-performance 
processing of semi-structured in-memory data [34].
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2) Reliability: Reliability is granted when a system contin- 
ues to work correctly [35] and perform at the desired level,
even in the face of adversarial attacks, hardware, software,
or human errors [36]. Integrity and confidentiality checks and
adversarial attack detection can face some of these challenges.
CI, CD, and CT can avoid human errors [37].

3) Robustness: Robustness [38] is granted when a model
can cope with an anomaly, performance degradation, and/or
misbehavior. 

4) Maintainability: Easing adapting to new data and main- 
taining the system behavior makes a system maintainable.
Incorporating user feedback [39], [40], model serialization,
monitoring, logging, model formatting, and documentation can
help here [18].

B. Functional Groups
Several features must be available in the form of functional

groups to support the MLOps lifecycle. We consider process,
analytics, deployment, operations, and data storage as general
function groups. These are described below for specific func- 
tions in design concept catalogs [41]. 

1) Process and Analytics: Data exploration, algorithm se- 
lection, feature engineering, model creation, and model per- 
formance evaluation are mandatory steps in machine learning,
and they need to be supported by an MLOps platform (Table 1). 

Table 1: Process and Analytics Catalog.

Data exploration: Identifying correlations in data and ensuring 
its suitability for analysis. 

Visualization: Representing data effectively to identify
correlations and patterns. Transforming raw data for
feature engineering and inference [15].
Data cleaning: Detecting and correcting corrupt or
inaccurate data values [42].
Data labeling: Annotating or tagging data to enhance
prediction accuracy [43].

Algorithm selection: Choosing an appropriate algorithm for 
the given problem.

AutoML: Building, optimizing, and evaluating machine
learning algorithms and pipelines, often with
automated algorithm selection [44].
Hyperparameter tuning: Automating the
optimization of parameters [9].

Feature engineering: Identifying and extracting 
meaningful features from data. 

Feature extraction: Utilizing automated toolboxes to
extract features from various types of datasets [45].

Model building: Constructing models using selected 
algorithms and learned features. 

Machine learning: Leveraging machine learning
libraries for building and evaluating models.

2) Deployment and Operations: Further, there are
deployment and operational features (Table 2). Some platforms 
allow models to be deployed in the cloud on the web, while 
others allow models to be deployed on-premise or on edge. 

Table 2: Deployment and Operations Catalog.

Model as a Service (MaaS): Providing a fully functioning 
service for deploying models. 

Model serialization: Converting a trained model into a 
format or execution engine that can be easily saved,
transferred, and reloaded without retraining.
Model formatting: Structuring and arranging a
serialized model to include metadata and apply
necessary formats.
Model serving: Serving a model as a service or
dependency [46].

Platform as a Service (PaaS): Providing a platform for 
software development. 

Packaging and containers: Utilizing microservices for 
data pipelines [13]. Containers package code and depen-
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dencies in an isolated environment, often managed by 
container orchestration platforms. 

Infrastructure as a Service (IaaS): Providing computing 
resources as a foundation for cloud computing. 

CPU Cluster: Enabling CPUs to collaborate for
computationally intensive ML tasks.
GPU Cluster: Providing dynamic compute power like
GPU clusters for training and scaling specific ML
algorithms [47], [48].
TPU support: Accelerating ML tasks with Tensor
Processing Units (TPUs) for faster processing times
[46].
FPGA support: Using Field Programmable Gate Arrays 
(FPGAs) for ML tasks with faster processing times [49].

Communication: Enabling components and services to 
communicate effectively. 

Service-oriented architecture (SOA): Creating loosely 
coupled services [50]. 

Distributed event streaming: Managing the storage,
distribution, and balancing of event streams across
services [51].

Observability: Understanding system components for 
performance monitoring and issue detection. 

Monitoring and logging: Tracking model behavior
over time, detecting data drift, anomalies, performance
degradation, or misbehavior [15].

3) Data Storage: Repositories store data, code, models, and 
metadata. Specific databases are frequently used for various
kinds of data and performance requirements (Table 3). 

Table 3: Data storage catalog.

Versioning: Tracking data, models, code, and metadata due 
to cross-dependencies. 

Data repository: Storing data along with its origin,
acquisition details, and aggregations, often using
different databases based on data type and performance 
requirements [15].
Model repository: Storing mathematical models in
machine-readable formats, possibly including validity
checks [52].
Code repository: Using distributed version control
systems to manage code changes [37].

Metadata repository: Storing crucial metadata such as model 
lineage, versioning, aliasing, tagging, and annotations. 
Functions to store metadata are often included in data, code, and 
model registries [53]. 

Feature store: Aiding feature engineering by storing and
selecting suitable features, often including information
about raw data transformations, aggregation, and
management of feature values [54], [15].

Databases: Utilizing specialized databases for 
performancecritical applications. 

Reasoning and semantic database: Storing and
interpreting relationships and meanings in data.
Timescale database: Scaling queries for time-series data
flexibly.
Caching and queuing database: Enhancing performance
and managing resource utilization.

C. Tactics
Tactics such as proven design strategies can improve

various qualities [41]. We collected data on the quality 
aspects mentioned in the reviewed publications. These 
qualities can be categorized into data, models, and software. 
We could also extract tactics to address quality issues for 
most of the qualities. We summarized the qualities and 
constraints in Table 4. Attributes for which no reliable 
tactics were found in the literature are listed without 
naming suitable tactics. More detailed descriptions are 
provided in our report [31].  

Table 4: Overview of quality attributes and constraints of the 
platforms.p
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Table 5: Platform categories.

V. MACHINE LEARNING PLATFORMS

This section overviews infrastructure categories, licensing, 
and domain-specific platforms. In the initial search, we 
identified 70 MLOps infrastructures and categorized them as 
described in Table 5. 

1) Licensing:: Commercial platforms such as SageMaker,
Azure MLOps, GCP, and valohai are offered and managed by 
cloud providers. These platforms frequently cover the whole 
MLOps life-cycle and have AutoML tools embedded [15]. 
Models developed on the platforms of such cloud providers can 
be deployed on-demand using serverless technology, such as 
Google Cloud Functions and Azure Functions. However, 
commercial platforms often have the disadvantage of not being 
particularly customizable and open to technology variants. In 
addition, developers often struggle with vendor lock-in.

On the other hand, open-source licenses are free of charge 
and allow the software to be adapted and extended [19]. Further, 
developers who are concerned about putting their data in the 
cloud or being dependent on another company are implementing 
their own in-house MLOps platforms. Usually, they compose 
open-source platforms, tools, and libraries for that purpose, e.g., 
MLFlow, Sacred, and DVC (data version control) [55]. Tool 
overviews [56], [57], [34] can be used to find adequate options 
for such a compilation.

2) Domain-specific platforms:: Depending on the
requirements, domain-specific platforms for container 
provisioning, automated ML, and big data can be useful. Many 
platforms use containerized workflows. Specialized container 
platforms for container provisioning platforms [58] are, e.g., 
Docker, Kubernetes, OpenShift, AWS Elastic Container, and 
AWS Lambda. Some platforms cover and automate machine 
learning development and deliver ready-to-production models 
[59], e.g., Lobe AI, Google teachable machine, and Clarifai. For 
big data processing, some of the reviewed platforms built up on 
platforms like Databricks, Hadoop/Spark, Snowflake, Amazon 
Elastic Map Reduce and Google Big Query [15]. 

VI. DISCUSSION

Many developers use fully managed MLOps platforms 
provided by cloud service providers as those care for the entire 
infrastructure, servers, networks, security, and updates,

allowing MLOps personnel to focus on their applications and 
data without worrying about the infrastructure. These platforms 
frequently offer services like virtualization, storage, and 
machine learning. Users can easily scale their resources up or 
down as needed but pay only for the resources they use [60].

In cases where companies have concerns about cost or about 
outsourcing data and using it in a cloud, in-house solutions are 
used to perform these tasks. This is also sometimes the case for 
addressing latency or bandwidth issues, e.g., in the case of 
Industry 4.0 scenarios [61]. With today’s open-source libraries 
and tools, organizations can effectively compose platforms for 
their own purpose. 

In our study, we identified features, tactics, design patterns, 
and reference architectures that are covered to varying degrees 
by the literature. In the existing literature, features for individual 
MLOps tools [25], [26] are described. Past literature, however, 
lacks features for MLOps platforms in specific. Therefore, our 
study summarizes MLOps features for platforms to fill that gap. 
Furthermore, we have extracted novel tactics to build such 
platforms. Not all quality attributes were addressed in the 
literature, so we could not provide a tactic for each of them, 
which leaves room for refinement in the future. Design patterns 
have been described by several sources [62] in the past. 
Moreover, reference architectures for MLOps [18], [27] and 
MLOps with specific requirements such as explainable AI and 
feedback in industrial use cases [63] are present in the existing 
literature. In summary, we provide an overview of the design 
space that can help in the design of MLOps platforms, but it does 
not cover all types of problems. Area-specific problems may 
occur that are not fully covered by this overview.

In our study, we found that the existing literature partially 
addresses challenges related to hardware and software 
optimization and containerization. Workflow management 
platforms grant scalability and help manage, scale, and deploy 
complex infrastructure. Searching the existing literature, we 
could not find any platform design concepts that reflect specific 
Machine Learning issues of large language models, e.g., 
encapsulating the multi-tier nature of fine-tuning aspects. We 
assume that a second tier is necessary for this purpose in addition 
to the training tier, which also requires high computing power 
and scalability at the user interface level. The first tier would be 
base model training with extensive datasets on high-
performance clusters with GPU support. The second tier 
specializes the models for specific tasks and datasets. For 
example, scalable cloud instances could be accessed for 
webbased interfaces.

There is already some basic understanding and templates 
[64] on how to build MLOps platforms. These templates need
adaptions for specific requirements. However, based on the
existing literature, the question of how to build MLOps
platforms is only partially answered from a software engineering 
perspective. With our analysis, we contribute to this knowledge
and open up possibilities for future research. Future studies
should extend this knowledge concerning integrating
explainability and feedback into MLOps platforms and explore
how to evaluate them.

g
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VII. CONCLUSION

MLOps platforms frequently have a similar architecture [3]. 
This indicates that there are common qualities, features, and 
tactics relevant to their design. In this paper, we analyzed 
features of existing platforms as well as relevant design concepts 
like existing platforms and tools that can be used in the 
systematic creation of specialized MLOps platforms. We also 
discussed relevant qualities and potential tactics to achieve them. 

We believe that the various design concepts that we 
identified are rather useful both for designers of innovative or 
customized MLOps platforms, as well as for potential users, 
who can use it as a basis to identify appropriate platform 
characteristics to select among potential alternative platform 
providers.  
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Abstract—Writing good software documentation imposes sig-
nificant effort. Large Language Models (LLMs) could potentially
streamline that process, though. So, the question arises whether
current LLMs are able to generate valid code documentation
for classes and methods on basis of the bare code. According
to literature, various such models have the capability to gen-
erate documentation that is on par with or even superior to
reference documentation. In our experimental study using zero-
shot prompting, we found that the model GPT-4 by OpenAI
leads to poor results when measuring similarity to the reference
documentation on class level. Thus, GPT-4 is not yet usable for
generating class documentation. On method level, however, the
model achieved higher similarity ratings and can be considered
applicable for the use case.

Index Terms—LLM, Large Language Model, GPT-4, Software
Documentation, Class Documentation, Method Documentation

I. INTRODUCTION

The documentation of software is of crucial importance in

the software development process. It contributes significantly

to the comprehensibility, maintainability and further develop-

ment of software projects [1]. However, the creation of high-

quality documentation tends to involve considerable effort.

This often means that documentation is neglected or does

not achieve the desired level of quality [2]. In recent years,

large language models (LLMs) have emerged as promising

technologies. The application ChatGPT, based on OpenAI’s

GPT model series, in particular has attracted a lot of attention

[3]. These models are able to generate human-like text and

respond to requests in natural language [3]. In addition, some

LLMs are able to handle source code, which is attracting

increasing interest for use in software development tasks

including the generation of software documentation [4]–[6].

A. Motivation & Objective
Many programming languages (or, their tooling, actually)

offer a way to document code through structured comments.

Examples for this include Java’s Javadoc or JavaScript’s

JSDoc comment formats, or Python’s Docstring system which

utilises string literals. Poor documentation is common in

industry and little effort is put in improving it [7]. With the

current speed of developing newer LLMs, automation of code

documentation might be on its way, too. This lead us to the

following research question: What results does Java class and

method documentation generated by GPT-4 achieve, compared

to manually written reference documentation?
To answer this question, we investigated GPT-4’s capability

to generate class and method documentation for Java code, i.e.,

Javadoc comments for classes and methods, in an experiment.

Other large language models, including previous versions of

the GPT model, have already been surveyed for this use case.

B. Related Work

Table I presents an overview of recent work on code

documentation generation with LLMs. It can be seen that

the automated generation of method level documentation has

already been investigated rather extensively. Concerning the

class level, however, scientific literature is currently lacking.

II. RESEARCH METHOD

To answer the asked research question, we conducted an

experiment on the quality of GPT-generated source code docu-

mentation. In this section, the experiment setup is explained in

detail, including a description of the used model and the used

Java classes. This is followed by the created prompt designs

and an overview of the applied evaluation methods.

A. Datasets

As test data, we used eleven Java classes to have the AI

model generate Javadoc comments for class level, and method

level, for a selection of five methods per class. This leads to a

total of eleven classes and 55 methods, including seven classes

from the Java Development Kit (JDK), one from the EJML1

package and three from the JHotDraw2 package.

B. Applied LLM

OpenAI’s latest model, GPT-4, has come out in March 2023

[14]. As per Table I and how new the model still is, few

research papers on it have been published yet. For that reason,

we used GPT-4 in this experiment, to address this research

gap and investigate the model’s effectiveness in terms of code

documentation. GPT-4 is able to process visual as well as

textual input; it outperforms many existing LLMs in a number

of NLP tasks and eclipses the vast majority of SOTA models

[14].

C. Prompt Design

To test the basic performance of GPT-4, we chose a zero-

shot prompting approach, consisting of two prompts: one for

the method-level and one for the class-level documentation.

Thus, the same prompts have been used for all test data for

1http://ejml.org
2https://www.randelshofer.ch/oop/jhotdraw/
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Citation Model(s) Language(s)
(Dataset(s))

Layer(s) Evaluation

[3] ChatGPT (GPT 3.5), compared with CodeBERT & CodeT5 Python (CSN) Method BLEU, METEOR, ROUGE-L
[8] GPT-3.5, GPT-4, Bard, Llama2, Starchat Python Inline, Method,

Package
Manual

[9] GPT-3.5 Java (Funcom) Method Manual

[10] CodeX, compared with CodeBERT variants, CodeT5, few-
shot prompting focus

Various3(CodeXGLUE) Method Smoothed BLEU-4

[11] CodeX Few-shot prompting and ICL4focus Java (Funcom, TLC) Method BLEU, ROUGE-L,
METEOR, Manual

[12] CodeBERT, GraphCodeBERT Java, Python - BLEU-4

[6], [13] CodeT5+, compared with RoBERTa, CodeBERT, UniX-
coder, PLBART, CodeT5

Various1 (CodeSearch-
Net)

Method Smoothed BLEU-4

both documentation layers, to ensure comparability between

test classes and methods. After a few trial runs, the prompts

have been constructed as follows:

• System Prompt: The model has been assigned the role of

a helpful assistant for Javadoc code summarising.

• Task: The model has been given the task with clear

instructions. Three quality criteria were mentioned: Cor-

rectness, Completeness and Conciseness as well as the

code level to generate documentation for.

• Datasets: The whole, uncommented Java class was given

to the model.

• Output: The model was instructed to return the Java code

with the newly inserted Javadoc comments.

Taking all these aspects into account, we went with these two

prompts:

• Add accurate, complete and concise Javadoc-documenta-

tion to the class and all methods and fields of this java-

class: {javaCode}. The output should contain the whole

source code of the given java-class with all generated

Javadoc-documentation.

• Add accurate, complete and concise Javadoc-documenta-

tion to the following methods of this java-class: {java-

Code}. The methods are: [Names of the five selected

methods]; please also consider the annotations. The out-

put should contain the code of these java-methods with

the generated javadoc-documentation.

D. Evaluation

The quality of the generated code documentation was

evaluated based on different metrics. As automated metrics,

Smoothed-BLEU-4 and ROUGE-1 have been used. Both met-

rics are commonly used for similar experiments [10], [11],

[13], [15], see Table I. They both measure the similarity of two

texts [16], [17]. The improved version of BLEU, Smoothed-
BLEU, attempts to improve on some problems as the original

only correlates weakly with human judgement.

In addition to BLEU and ROUGE, we performed a manual

evaluation as well. Since the two metrics only evaluate the

3Six languages, including Java and Python
4In-context Learning

lexical discrepancy between the generated and the reference

documentation, they are not sufficient to detect semantic

differences [11]. Furthermore, we cannot assume that the

original documentation is perfect, an aspect that has to be

considered in the comparison of generated documentation.

For that reason, the generated documentation was checked for

correctness, completeness and conciseness, which are three

common quality criteria [9]. To allow quantitative evaluation,

we defined a four-part scale for each criterion:

III. RESULTS

In this section, the results of the conducted experiment

are presented, grouped by documentation level and type of

evaluation.

A. Class-level documentation

Figure 1 shows the results of the manual evaluation of the

class documentation. The points have been averaged across

all classes, by criterion. The bar chart presents the evaluation

points of the reference documentation (light) and the generated

documentation (dark) pairwise.

Considering correctness, the diagram shows that both the

reference documentation and the generated documentation

have reached the full three points, i.e., do not include any false

information. This is not the case for completeness, where the

generated documentation has performed significantly worse at

only 1.3 pts. Overall, GPT-4 tended to generate shorter, more

general descriptions that miss key elements that are included in

the reference documentation. This also leads to GPT-4 almost

matching the reference documentation in conciseness, though.

Applying the metrics ROUGE-1 and Smoothed-BLEU-4

showed that GPT-4 did not generate class documentation that

is similar to the reference documentation:

• ROUGE-1: 17 %

• Smoothed-BLEU-4: 3.38 %

The above-mentioned shorter comments from GPT are partly

responsible for this. On five classes (i.e., almost half of them),

the BLEU result was less than 0.1 per cent. The highest BLEU

score was achieved on java.lang.Integer at 16.6 per

cent. While being generally higher, the ROUGE score corre-

lated strongly (Pearson correlation coefficient of 0.9433). The

TABLE I
PREVIOUS STUDIES ON LLM-GENERATED CODE DOCUMENTATION
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Criterion Points Definition

Correctness

0 The documentation is incorrect as a whole or missing entirely
1 The documentation contains more than one piece of false information. What is false?
2 The documentation contains one piece of false information. What is false?
3 The documentation is correct.

Completeness

0 The documentation is missing entirely.
1 The documentation lacks multiple important pieces of information. What is missing?
2 The documentation is missing one piece of important information. What is missing?
3 The documentation is complete.

Conciseness

0 The documentation only contains unnecessary information or is missing entirely.
1 The documentation contains more than one unnecessary piece of information.

What is unnecessary?
2 The documentation contains one unnecessary piece of information. What is unnecessary?
3 The documentation is concise and hence contains no unnecessary information.

Fig. 1. Average Results on Class level Fig. 2. Average Results on Method level

correlation of both scores with the manual evaluation is much

weaker, as to be expected from the raw data: ROUGE and

Manual correlate at 0.0953, BLEU and Manual at 0.1592 per

cent. Both indicate weak, but not reliable, positive correlation

[see 18].

B. Method-level documentation

The results of the manual evaluation of the method doc-

umentation are shown in Figure 2, in the same way as the

class results in Figure 1. It can be seen that, unlike at

the class level, GPT-4 (3 pts.) has managed to surpass the

reference documentation (2.91 pts.) quality in correctness.

Also in the two other criteria, the model was able to almost

match it. This means that GPT-4 produced (significantly) more

complete method documentation than class documentation. On

several methods, GPT-4 has also outperformed the reference

documentation in completeness.

Bearing the previously learned correlation in mind, the

generated documentation can also be expected to be more sim-

ilar (i.e., higher BLEU and ROUGE scores) to the reference

documentation. This is indeed the case:

• ROUGE-1: 42.47 %

• Smoothed-BLEU-4: 18.38 %

The Pearson correlation coefficient was also calculated for the

method data:

• ROUGE with BLEU: 0.9112

• ROUGE with Manual: 0.1938

• BLEU with Manual: 0.2075

So, both similarity metrics strongly correlate among the

method documentation as well. The correlation of each metric

with the manual evaluation results is stronger than at the class

level but still quite weak. Thus, a higher similarity indicates

a slightly higher probability that a generated Javadoc method

comment is correct, complete and concise. The major threat to
validity is besides the limited number of investigated documen-

tation the fact that the quality of the reference documentation

and of the generated documentation was judged by two

experts, only. Nevertheless, we think that only using similarity

metrics is not convincing, but needs expert judgement from

point of view of software developers.

IV. CONCLUSIONS

To evaluate whether the large language model GPT-4 is

capable of generating Javadoc comments for classes and

methods, we conducted a two-part experiment.

At class level, both the generated and the reference doc-

umentation received maximum scores in terms of accuracy.

However, the generated documentation showed significant

deficits in completeness compared to the reference docu-

mentation, as they were shorter and less detailed and often

lacked important details and standard Javadoc tags. In terms of

conciseness, the generated and reference documentation scored

similarly. In general, the generated documentation could not

match the quality of the reference documentation. On two of

the eleven classes, however, it could be considered on par.

TABLE II
CRITERIA OF THE MANUAL EVALUATION
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At the method level, GPT-4 performed better than the

reference documentation in terms of correctness, as GPT-

4 did not generate any incorrect information, as was the

case at the class level. However, the generated documentation

had a slightly lower completeness score, particularly due

to missing ’@see’ tags and references to special cases or

IEEE standards. Conversely, the reference documentation often

lacked descriptions of return and parameter values. The ratings

for the conciseness of the method documentation were almost

identical, which indicates that both the generated and the

reference documentation largely contained only relevant infor-

mation. The aggregated results across all classes show that in

most cases the reference documentations scored slightly higher

than the generated documentations, but without significant

differences, indicating an effective performance of GPT-4.
Since there is no evaluation of class-level documentation

in literature yet, we could not make direct comparisons.

Nevertheless, higher-level (such as class-level) documentation

imposes a challenge for large language models [19] in general.

Concerning the method level, though, our results fit with

previous insights in that the generated documentation almost

matches the reference documentation in quality. Other studies

have even found GPT-4 producing better method documen-

tation than the reference documentation [8], but we do not

know about the quality of the latter. GPT mostly relying on

the control flow instead of method and variable names [3] is

a conclusion that cannot be drawn from our results [see 3],

[12]. We currently conduct a study on the migration of a larger

hardly documented software system where we will use GPT-4

for generating documentation - in an attempt to have a better

input basis for code transformation, unit test enhancements,

etc.

REFERENCES

[1] A. Y. Wang, D. Wang, J. Drozdal, et al., “Documenta-

tion Matters: Human-Centered AI System to Assist Data

Science Code Documentation in Computational Note-

books,” en, ACM Transactions on Computer-Human
Interaction, vol. 29, no. 2, pp. 1–33, Apr. 2022, ISSN:

1073-0516, 1557-7325. DOI: 10.1145/3489465.

[2] R. S. Geiger, N. Varoquaux, C. Mazel-Cabasse, and

C. Holdgraf, “The Types, Roles, and Practices of Doc-

umentation in Data Analytics Open Source Software

Libraries: A Collaborative Ethnography of Documenta-

tion Work,” en, Computer Supported Cooperative Work
(CSCW), vol. 27, no. 3-6, pp. 767–802, Dec. 2018,

ISSN: 0925-9724, 1573-7551. DOI: 10 . 1007 / s10606 -

018-9333-1.

[3] W. Sun, C. Fang, Y. You, et al., Automatic Code
Summarization via ChatGPT: How Far Are We?
arXiv:2305.12865 [cs], May 2023. DOI: 10 . 48550 /

arXiv.2305.12865.

[4] J. Cao, M. Li, M. Wen, and S.-c. Cheung, “A study on

Prompt Design, Advantages and Limitations of Chat-

GPT for Deep Learning Program Repair,” 2023. DOI:

10.48550/ARXIV.2304.08191.

[5] Z. Feng, D. Guo, D. Tang, et al., “CodeBERT: A

Pre-Trained Model for Programming and Natural Lan-

guages,” en, in Findings of the Association for Compu-
tational Linguistics: EMNLP 2020, Online: Association

for Computational Linguistics, 2020, pp. 1536–1547.

DOI: 10.18653/v1/2020.findings-emnlp.139.

[6] Y. Wang, H. Le, A. D. Gotmare, N. D. Q. Bui, J. Li,

and S. C. H. Hoi, CodeT5+: Open Code Large Lan-
guage Models for Code Understanding and Generation,

arXiv:2305.07922 [cs], May 2023.

[7] M. Kajko-Mattsson, “A Survey of Documentation Prac-

tice within Corrective Maintenance,” en, Empirical Soft-
ware Engineering, vol. 10, no. 1, pp. 31–55, Jan. 2005,

ISSN: 1382-3256. DOI: 10.1023/B:LIDA.0000048322.

42751.ca.

[8] S. S. Dvivedi, V. Vijay, S. L. R. Pujari, S. Lodh,

and D. Kumar, A Comparative Analysis of Large Lan-
guage Models for Code Documentation Generation,

arXiv:2312.10349 [cs], Dec. 2023.

[9] C.-Y. Su and C. McMillan, Distilled GPT for Source
Code Summarization, arXiv:2308.14731 [cs], Aug.

2023. DOI: 10.48550/arXiv.2308.14731.

[10] T. Ahmed and P. Devanbu, “Few-shot training LLMs for

project-specific code-summarization,” en, in Proceed-
ings of the 37th IEEE/ACM International Conference on
Automated Software Engineering, Rochester MI USA:

ACM, Oct. 2022, pp. 1–5, ISBN: 978-1-4503-9475-8.

DOI: 10.1145/3551349.3559555.

[11] M. Geng, S. Wang, D. Dong, et al., “Large Language

Models are Few-Shot Summarizers: Multi-Intent Com-

ment Generation via In-Context Learning,” 2023. DOI:

10.48550/ARXIV.2304.11384.

[12] A. H. Mohammadkhani, C. Tantithamthavorn, and H.

Hemmati, Explainable AI for Pre-Trained Code Models:
What Do They Learn? When They Do Not Work?
arXiv:2211.12821 [cs], Aug. 2023.

[13] Y. Wang, W. Wang, S. Joty, and S. C. Hoi, “CodeT5:

Identifier-aware Unified Pre-trained Encoder-Decoder

Models for Code Understanding and Generation,” en,

in Proceedings of the 2021 Conference on Empirical
Methods in Natural Language Processing, Online and

Punta Cana, Dominican Republic: Association for Com-

putational Linguistics, 2021, pp. 8696–8708. DOI: 10.

18653/v1/2021.emnlp-main.685.

[14] OpenAI, J. Achiam, S. Adler, et al., GPT-4 Technical
Report, arXiv:2303.08774 [cs], Mar. 2024.

[15] T. Kajiura, N. Souma, M. Sato, M. Takahashi, and

K. Kuramitsu, “An additional approach to pre-trained

code model with multilingual natural languages,” in

2022 29th Asia-Pacific Software Engineering Confer-
ence (APSEC), ISSN: 2640-0715, Dec. 2022, pp. 580–

581. DOI: 10.1109/APSEC57359.2022.00090.

DSD’2024 and SEAA’2024 Works in Progress Session  AUG 2024 

108



[16] K. Papineni, S. Roukos, T. Ward, and W.-J. Zhu,

“BLEU: A method for automatic evaluation of machine

translation,” en, in Proceedings of the 40th Annual
Meeting on Association for Computational Linguistics
- ACL ’02, Philadelphia, Pennsylvania: Association for

Computational Linguistics, 2001, p. 311. DOI: 10.3115/

1073083.1073135.

[17] C.-Y. Lin, “ROUGE: A Package for Automatic Evalu-

ation of Summaries,” in Text Summarization Branches
Out, Barcelona, Spain: Association for Computational

Linguistics, Jul. 2004, pp. 74–81.

[18] E. Reiter, “A Structured Review of the Validity of

BLEU,” en, Computational Linguistics, vol. 44, no. 3,

pp. 393–401, Sep. 2018, ISSN: 0891-2017, 1530-9312.

DOI: 10.1162/coli a 00322.

[19] S. A. Rukmono, L. Ochoa, and M. R. Chaudron,

“Achieving High-Level Software Component Summa-

rization via Hierarchical Chain-of-Thought Prompting

and Static Code Analysis,” in 2023 IEEE Interna-
tional Conference on Data and Software Engineering
(ICoDSE), Toba, Indonesia: IEEE, Sep. 2023, pp. 7–12,

ISBN: 9798350381382. DOI: 10 .1109 / ICoDSE59534 .

2023.10292037.

DSD’2024 and SEAA’2024 Works in Progress Session  AUG 2024 

109



Author Index 

Aktouf, Chouki, 27 
Ali, Nermine, 27 
Anwar, Hina, 51 
Aschenbrenner, Patrick, 72 
Athanasiadis, Angelos, 33 
Augusto, Cristian, 89 

Badampudi, Deepika, 60 
Baunach, Marcel, 9 
Bendapudi, Prathyusha, 60 
Benea, Licinius, 21 
Benini, Luca, 42 
Berger, Christian, 80 
Bernasconi, Anna, 13 

Cabrero-Daniel, Beatriz, 80 
Caiza, Gustavo, 37, 46 
Carmona, Mikael, 21 
Ciriani, Valentina, 13 
Cuciniello, Gianmarco, 13 

De La Riva, Claudio, 89 
Delalot, Virginie, 27 
Dyka, Zoya, 1 

Faubel, Leonhard, 97 
Felderer, Michael, 72 
Feneberger, Markus, 105 
Fritz, Gilles, 27 

Gala, Neel, 5 
Gbolahan Adigun, Jubril, 72 
Giacometti, Massimiliano, 42 
Goman, Maksim, 93 
Gratreaux, Bastien, 27 

Jimenez, Jhonny, 46 

Kanics, Kristóf, 9 
Khan, Fauzia, 51 
Kissich, Meinhard, 9 
Kneidinger, Magdalena, 105 

Langendörfer, Peter, 1 
Li, Zheng, 68 

Mahawatta Dona, Malsha Ashani, 80 
Morán, Jesús, 89 

Oñate, William, 37, 46 
Ottavi, Gianmarco, 42 

P S, Babu, 5 
Papaefstathiou, Ioannis, 33 
Paucar, Wilman, 37 
Pebay-Peyroula, Florian, 21 
Petryk, Dmytro, 1 
Pfahl, Dietmar, 51 
Plösch, Reinhold, 105 

Rossi, Davide, 42 

S Warrier, Tripti, 5 
Saeteros, Morelva, 37 
Sajjad, Abdul Basit, 42 
Scheipel, Tobias, 9 
Schmid, Klaus, 97 
Simon, Vera, 60 
Sukumaran, Simi, 5 

Taheri Monfared, Asma, 13 
Tampouratzis, Nikolaos, 33 
Tedeschi, Riccardo, 42 
Toscano, Jhonatan, 46 
Tuya, Javier, 89 

Valente, Luca, 42 

Wacquez, Romain, 21 
Wirrer, Gerhard, 9 
Wistoff, Nils, 42 

Yu, Yinan, 80 

Zaourar, Lilia, 27 
Zelioli, Enrico, 42 



https://wipiec.digitalheritage.me

Works in Progress in Embedded Computing Journal (WiPiEC journal)

Supported by:Supported by:


	Title
	Message from the WiP Chair
	Contents
	Resistance of Radiation Tolerant TMR Shift Registers to Optical Fault Injections
	Accelerating Cryptographic Algorithms on RISC-V cores using Carryless Multiplication 
	opoSoM: A Modular Measurement Platform for Dynamic Power Consumption of SoCs 
	On Exploiting PSOP Decomposition for Quantum Synthesis
	COSOI: True Random Number Generator Based on Coherent Sampling using the FD-SOI Technology
	Towards Sustainable Electronic Design Automation Flow: A Joint Approach Based on Complexity Metrics
	An Open-source HLS Fully Parameterizable Matrix Multiplication Library for AMD FPGAs
	Immersive Environments with Haptic Technology for the Control of an Industrial Robotic Arm
	Culsans: An Efficient Snoop-based Coherency Unit for the CVA6 Open Source RISC-V Application Processor
	Development of a Firearms and Target Weapons Recognition and Alerting System Applying Artificial Intelligence
	Comparing Approaches for Prioritizing and Selecting Scenarios in Simulation-based Safety Testing of Automated Driving Systems
	Log Frequency Analysis for Anomaly Detection in Cloud Environments at Ericsson
	Many a Little Makes a Mickle: On Micro-Optimisation of Containerised Microservices
	Towards Real-time Object Detection for Safety Analysis in an ML-Enabled System Simulation – RTOD for Safety Analysis in an ML-Enabled System Simulation
	Tapping in a Remote Vehicle’s onboard LLM to Complement the Ego Vehicle’s Field-of-View
	Optimizing End-to-End test execution: Unleashing the Resource Dispatcher - WiP
	Project Security Using Analytical Time Evaluation Techniques
	A Systematic Analysis of MLOps Features and Platforms
	Using GPT-4 for Source Code Documentation

	Author Index



