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targeted, online trace-based analysis with minimal impact on 
system behavior, identifying irregularities as they manifest on 
the IVN. 

Figure 1.  Diagnosis Unit deployment in a IVN. 

Implemented on a ZCU102 platform and interfaced with 
Aurix ECUs, our prototype demonstrates the feasibility of 
detecting and correlating communication and ECU-internal 
processing anomalies. 

The rest of this paper covers related work (II), the DU 
concept (III), system architecture and demonstration setup (IV), 
detection results and system performance (V), and conclusions 
with future directions (VI). 

II. RELATED  WORK

Traditional diagnostic systems such as On-Board 
Diagnostics (OBD-II) are effective for hardware-level faults, but 
they are not designed to address dynamic, software-induced 
anomalies in modern vehicles [2]. As software complexity in in-
vehicle systems increases, researchers have explored 
complementary diagnostic approaches. 

Cloud-centric systems enhance diagnostic coverage by 
offloading data to backend processors for deeper analysis [3]. 
However, this approach incurs high bandwidth costs and cannot 
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I. INTRODUCTION

Modern vehicles are evolving into software-defined systems, 
built on complex architectures with hundred of interconnected 
Electronic Control Units (ECUs) [1]. As vehicle functionality—
from driver assistance to autonomous operation—relies heavily 
on software, the associated computational demands introduce 
significant challenges for software reliability and, consequently, 
for fault diagnosis. Traditional On-Board Diagnostics (OBD) 
systems [2], though effective for hardware faults, are not 
designed to detect transient, software-induced anomalies in real-
world operation. 

Recent diagnostic methods have begun addressing these 
limitations, yet they often fall short in correlating anomalies 
between network-level symptoms and ECU-internal behaviors. 
This gap is critical, as many communication irregularities may 
reflect deeper malfunctions within individual ECUs or their 
subsystem interactions. 

We present a Diagnosis Unit (DU) that supports correlation-
based fault analysis by monitoring in-vehicle Ethernet 
communication and retrieving execution traces from the 
responsible ECU. Integrated in a non-intrusive manner at a 
gateway or central service node (Fig. 1), the DU performs 
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provide timely responses within the vehicle. Similarly, 
automated trace preprocessing frameworks, as shown in [4], 
offer rich analysis capabilities but are typically designed for 
offline use during system validation and lack feasibility for 
deployment in online scenarios within operational vehicles. 

Vehicle Health Monitoring Systems (VHMSs) incorporate 
predictive diagnostics through sensor analytics and machine 
learning [5][6]. However, they often focus on individual 
subsystems and struggle to correlate behavior across 
architectural domains. Similarly, advanced anomaly detection 
models [7][8] emphasize pattern recognition in communication 
or control flows but fall short in identifying causal relationships 
between network anomalies and ECU processing behavior. 

In contrast, the proposed Diagnosis Unit (DU) operates 
locally and autonomously within the vehicle. It monitors 
Ethernet communication for anomalies and retrieves ECU 
execution traces to analyze them for potential correlations. 
Rather than replacing existing diagnostics, the DU complements 
them by delivering runtime insights that support the 
identification of potential root causes. 

III. DESIGN AND OPERATING PRINCIPLES

A. Diagnosis Unit Subsystems
The DU comprises three tightly integrated components:
• Gateway Snooping: Passively monitors mirrored

Ethernet traffic to detect timing or behavioral anomalies 
without disrupting normal operation.

• Trace Control System: Upon detecting an anomaly,
the DU identifies the affected ECU and initiates trace
recording via its Tool Access Socket (TAS) server. This 
requires ECUs to support hardware tracing and tooling
for remote trace configuration and retrieval.

• Trace Analyzer: Retrieved traces are analyzed during
runtime to identify irregularities such as delayed
functions, excessive execution time, or control-flow
deviations potentially linked to the observed
communication anomaly.

This modular structure supports localized, event-driven 
diagnostics without requiring continuous cloud connectivity. 
The current prototype operates autonomously, with all core logic 
implemented on a ZCU102 platform. 

B. Timing Requirements for Effective Trace Capture
Effective diagnosis depends on capturing the relevant

processing history in the trace buffer corresponding to the 
observed anomaly. This observable history depends on the size 
of the trace buffer and on the tracing granularity—i.e., how 
many trace events are recorded per time unit. To ensure the trace 
includes the necessary context, the Recording Window (TRW) 
must satisfy: 

TRW ≥ ∆tAProp + ∆tDU     (1) 

Here, ∆tAProp represents the internal propagation delay before 
a processing anomaly manifests on the network. ∆tDU includes 
anomaly detection, identification of the source ECU, and the 
time to stop tracing and initiate trace retrieval. Given the limited 
size of the trace buffer and the risk of overwriting older entries, 
this constraint ensures the capture of causally relevant events. 

Additionally, ∆tTT denotes the time required to transfer the trace 
from the ECU to the DU, though it does not impact the critical 
timing path for trace preservation. Fig. 2 illustrates the timing 
relationship between these components. 

Figure 2.  Timing coordination between anomaly detection and trace 
recording. 

C. Diagnostic Advantages
The DU enables localized correlation between

communication symptoms and processing anomalies during 
vehicle operation, eliminating the need for continuous cloud 
uploads or offline trace post-processing. It operates non-
intrusively—without ECU software instrumentation—and 
integrated via gateway snooping and standard debug interfaces, 
assuming an existing ECU tracing subsystem. These features 
support future extensions such as cloud-assisted reconfiguration 
and adaptive anomaly classification for scalable, fleet-wide 
diagnosis. 

IV. SYSTEM ARCHITECTURE & DEMONSTRATION SETUP

A. Diagnosis Unit Implementation
The Diagnosis Unit (DU) is prototyped on a Xilinx ZCU102

board, which integrates a Zynq UltraScale+ MPSoC featuring 
programmable logic and a quad-core ARM Cortex-A53 
processing system [9]. This heterogeneous architecture enables 
a clear separation between time-critical data-plane functions and 
flexible control-plane logic. The programmable logic (PL) hosts 
a custom hardware module for Ethernet traffic monitoring, 
anomaly detection, and timestamping with cycle-level precision. 
The processing system (PS) runs embedded Linux and hosts the 
DU Manager, which coordinates the Tool Access Socket (TAS) 
server [10], manages trace configurations and retrieval, and 
performs local analysis of ECU traces. 

As shown in Fig. 3, the DU connects its monitoring port to a 
mirroring port on the in-vehicle Ethernet switch, ensuring non-
intrusive monitoring of communication traffic. Upon detecting a 
communication anomaly, it identifies the affected ECU and 
configures trace capture via a Tool Access Socket (TAS) server. 
Retrieved traces are analyzed locally on the DU without relying 
on external computation resources during runtime. After 
analysis, the DU generates a compacted report summarizing the 
detected communication and processing anomalies. 
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Figure 3.  Modular Architecture of the Diagnosis Unit Prototype. 

B. Demonstration Setup
To validate the DU’s diagnostic capabilities, we developed a

demonstration platform that combines real automotive hardware 
with simulation. The setup features three Infineon Aurix TC397 
microcontroller boards, each equipped with a Multi-Core Debug 
Solution (MCDS) for trace recording [11]. These boards 
simulate different ECUs making up a distributed lane-keeping 
assistant application. The ECUs are connected to the CARLA 
simulator, which supplies real-time vehicle sensor inputs from a 
dynamic driving environment and receives steering commands. 

The DU monitors Ethernet traffic for communication 
anomalies, including timing irregularities, missing messages, 
and burst structure deviations. When such anomalies are 
detected, the DU triggers trace collection to analyze processing-
level anomalies such as delayed functions, task overruns, or 
atypical execution sequences. Fig. 4 shows the demonstration 
setup with integrated hardware components.  

Figure 4.  Demonstration Setup with Aurix ECUs and ZCU102-based 
Diagnosis Unit. 

C. Anomaly Detection Criteria
To evaluate cross-domain detection capabilities, both

communication and processing anomalies were deliberately 
introduced. Communication-level anomalies included timing 
deviations, altered periodicity, and packet drop patterns, as 
formally defined in Table I. Each anomaly type was detected 
based on predefined inequality-based thresholds for timing or 
packet count deviations. 

TABLE I. COMM. ANOMALY TYPES MONITORED IN PROTOTYPE 

Anomaly Detection Rule 
Timing Deviation 
Between Bursts 

TB < TPB − ∆TB   or   TPB + ∆TB < TB 1 

Timing Deviation 
Between Packets 

TP < TPP − ∆TP    or   TPP + ∆TP < TP 2 

Packet Count De- 
viation in Bursts 

Prec < Pexp − ∆P   or   Pexp + ∆P < Prec 3 

1. TPB : Expected inter-burst interval, TB : Observed inter-burst interval, ∆TB : Burst corridor 
width threshold. 
2. TPP  : Expected inter-packet interval, TP : Observed inter-packet interval, ∆TP : Packet
corridor width threshold. 
3. Pexp : Expected number of packets per burst, Prec : Observed number of packets, ∆P: Burst
size toleranc. 

V. RESULTS AND OBSERVATIONS

A. Demonstration of Cross-Domain Anomaly Localization
Upon detecting a communication anomaly, the DU

identified the source ECU and triggered trace retrieval via the 
TAS server. These traces enabled the analysis of related 
processing anomalies, such as prolonged execution delays, 
misordered instruction/function sequences, and irregular task 
load distribution. By linking anomalies in the communication 
domain with internal ECU behaviors, the DU demonstrated 
correlated, runtime insights across system domains. 

Fig. 5 illustrates a trace excerpt highlighting instruction-level 
delays identified after a detected communication anomaly, 
confirming a processing deviation within the implicated ECU. 
Fig. 6 shows the physical prototype setup used for 
demonstration, featuring the ZCU102-based DU and connected 
Aurix ECUs with the Carla simulator as an environment for 
automotive application. 

Figure 5.  Trace Analysis and Configuration Tree Output from the DU 
Prototype. 
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Figure 6.  Physical demonstration of the Diagnosis Unit. 

B. Detection Performance and Timing Behavior 
To evaluate the responsiveness of the Diagnosis Unit, we 

measured its reaction time—defined here as the interval between 
the appearance of a communication anomaly on the Ethernet 
interface and the moment trace recording is halted. This time is 
critical to ensure that the trace buffer still retains the relevant 
processing history preceding the anomaly. While the 
propagation time from processing anomaly to their network 
manifestation is application-dependent, our measurement 
focuses on the DU's ability to respond quickly once a network-
level deviation is observed. 

Across multiple runs and under the configured trace buffer 
size, the DU required between 100 and 500 milliseconds to 
respond—depending on the recording granularity and the 
number of ECUs being traced concurrently. These values align 
with the buffer timing constraints outlined in Section III-B, 
ensuring adequate preservation of pre-anomaly trace context. 

Trace retrieval occurred at approximately 6 MBps via the 
debug interface per ECU, indicating low bandwidth 
requirements on the IVN—an important factor in maintaining 
system non-intrusiveness. The subsequent local analysis of the 
retrieved trace typically completed within 300 milliseconds on 
average per anomaly case, depending on the trace length and 
granularity of recorded events. These results suggest that the DU 
is capable of real-time diagnosis while introducing low 
processing or communication overhead, supporting scalable in-
vehicle deployment. 

C. System Constraints and Prototype Limitations 
The current prototype implementation presents practical 

constraints affecting diagnostic coverage and flexibility. A 
primary limitation is the 2~MB trace buffer per ECU, which 
restricts the retained processing history—particularly under 
fine-grained trace configurations where verbose logging can 
saturate the buffer. This bounds the diagnostic window and 
necessitates precise coordination between anomaly detection 
and trace retrieval. 

While the DU performs local analysis independently of 
backend connectivity, its current evaluation logic is limited to 
predefined rule-based models. Planned backend integration—
for dynamic rule updates and multi-vehicle correlation—was not 
included in the evaluated prototype. Similarly, advanced 
diagnostic methods, such as statistical learning or adaptive 
behavioral profiling, remain future work. 

VI. CONCLUSION AND OUTLOOK 
This work presents a cross-domain diagnostic approach—

embodied in our Diagnosis Unit (DU)—that enables runtime 
anomaly detection in automotive systems by correlating 
communication anomalies with internal ECU processing 
behavior. Implemented on a ZCU102 platform and validated 
through a distributed lane-keeping assistant setup, the DU 
demonstrated its ability to localize anomalies efficiently and 
with low bandwidth overhead. 

The DU is integrated via a mirrored switch port and debug 
interfaces, enabling non-intrusive deployment without requiring 
software modifications. Its modular design supports local, on-
demand trace analysis, enhancing in-vehicle observability while 
minimizing reliance on backend infrastructure. 

For fleet-scale deployment, distributed DUs autonomously 
detect and correlate anomalous events, forwarding concise 
reports to the backend. This low-bandwidth setup reduces 
network load, preserves privacy, and enables scalable 
diagnostics. Future versions will support cloud connectivity for 
remote control of diagnosis policies, result aggregation, and 
dynamic detection model updates. 

Several enhancements are envisioned to improve the DU’s 
precision and adaptability: (i) Semantic-level anomaly 
detection, such as recognizing out-of-range signals (e.g., sensor 
or actuator values); (ii) Learning-based classification to handle 
evolving or sporadic faults; (iii) Secure trace handling and 
integration with IVN security mechanisms to support encrypted 
communication monitoring. 

Finally, for cost-effective deployment in production 
vehicles, we propose embedding DU functionalities directly into 
gateway Network Interface Controllers (NICs). Together, these 
improvements aim to deliver a scalable, resilient, and secure 
diagnostic infrastructure suited for the growing complexity of 
modern automotive systems. 
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