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Abstract—Nowadays, surveillance systems that make use of 
security cameras are indispensable to ensure the protection and 
security of companies and organizational entities. These systems 
operate through monitoring by trained individuals. The 
progress of a system that uses artificial intelligence to identify 
and recognize firearms and knives is based on the 
implementation of machine learning techniques and real-time 
image and video analysis. The main goal is to increase public 
safety by accurately and quickly detecting the presence of 
weapons in various environments. The purpose of this research 
is to improve public safety through the early detection of threats 
and more effective responses by security forces. To achieve this, 
convolutional neural networks have been used. During the 
development of the system, a database has been created using 
images and videos containing firearms or knives, based on the 
"You Only Look Once" (YOLO) algorithm, particularly 
YOLOv5s. 

Keywords—Deep learning, convolutional neural networks, 
algorithm, YOLO. 

I. INTRODUCTION

In modern times, surveillance using Closed Circuit 
Television (CCTV) video surveillance systems is widely used 
to avoid dangerous situations, such as robberies involving 
weapons. However, it has several notable disadvantages, such 
as a high price, the complexity of its maintenance, and the 
need for operators to constantly monitor the camera 
recordings [1]; after an uninterrupted 12-minute period of 
constant monitoring, a study [2] in "Security Oz Magazine" 
found that an operator is likely to lose up to 45% of screen 
activity and failure rate after 22 minutes of monitoring. 
increases to 95% since inspecting images with human 
intervention would be labor-intensive as well as being a slow 
process [3]. This can lead to the waste of vulnerable situations 
due to fatigue, lack of attention, or the omission of crucial 
information in surveillance recordings [4] Some of these 
studies found no impact after the installation of CCTV, while 
others revealed a significant decrease in the incidence of 
violent crime [5]; Object classification is the first step in object 
detection, followed by identification of weapons in images or 
videos [6]. The focus is to provide security to citizens and use 
this vital tool for crime prevention and citizen 
protection, 

proposing to help reduce the occurrence of violent crimes and 
provide a video surveillance solution, which will go to a new 
level, reducing statistics in armed crimes. 

Artificial intelligence has challenges that have been 
developed with automatic solutions focused on the detection 
and recognition of dangerous elements of video surveillance, 
with the advantage of precision, consistency, and speed [7]. 
Technology is clinging to every step of our daily lives, from 
our phones [8]; to the computer in the identification and 
detection of objects, for which artificial intelligence has been 
rede-fined to society in the detection of objects in the world 
and direct time that tries to improve the work capacity of the 
comparison of correct and incorrect annotations resulting 
better than human surveillance. On the other hand [9] 
presented a model that works in different steps, the initial step 
is the acquisition of images and the detection of motion, and 
the last one is the detection of weapons, they carried out 
experiments in three different models, the first is the model 
based on Convolutional Neural Networks (CNN), the second 
is the model based on Fast R, the third is the model based on 
MobileNet, to analyze its behavior and trends (YOLO) these 
algorithms being the basis for object detection because of the 
rapid progress in computer vision skills [10][11][12] as well 
as having two completely connected layers at the end. 

YOLO is like CNN in that it uses convolutional layers and 
max-pooling layers [13]. It is considered the best and fastest 
algorithm currently available globally, it is preferred by most 
AI researchers and enthusiasts thanks to its diversity and faster 
inference time [14]. The algorithm only analyzes images once, 
requiring forward programming [15]. From the above, this 
article aims to delve deeper into the uses of artificial 
intelligence for weapons recognition systems at the same time, 
with characteristics that present real-time data and implement 
machine learning algorithms, to contribute to improving the 
security of society 

II. METHODOLOGY

To guarantee the safety of citizens, it is essential to 
conceive a design for the communication structure that we will 
use in the creation of a detection system. This process requires 
the development of a large database for model training, as is 
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done by virtually all systems that use machine learning as an 
analytical approach. The procedure begins by obtaining access 
to Firebase [16] since it is necessary to have a database hosted 
in the cloud that stores and synchronizes data in real time. 

A complete set of data has been prepared for training the 
weapons detection model, which was obtained from different 
sources on the web, to provide training information. All this 
was carried out following the MakeSense protocol, as it offers 
an extremely intuitive graphical interface [17]. A 
representation of the image selection process with appropriate 
quality must be provided. After analyzing the images, it was 
determined that their quality is ideal for training the network, 
taking into consideration aspects such as focus, resolution, and 
luminosity, which allows a more detailed visualization of all 
the characteristics present in the image.

A. Database
This choice was chosen to provide training examples to the 

neural network that resemble the situations that can be found 
during its use, in which the firearm or knife is displayed in 
complex environments with the presence of numerous nearby 
objects. The original database consists of 10,354 images and 
is divided into two classes (firearms and edged weapons), each 
with approximately 50% of the samples.

First Class – Firearms. For the first class, images are given, 
which represent illustrations of people participating in 
shooting exercises, showing common postures of individuals 
carrying a firearm. These postures turned out to be similar to 
those found in real robbery situations. Including these images 
in an environment different from that of a real robbery allows 
the system to obtain more generalized data, avoiding over-
training with the same data.

Second Class – Edged Weapons. The second category of 
the database comprises images of individuals carrying knives, 
collected from different web places where these weapons were 
involved in robbery or were simply found in various positions 
and contexts. Using the suggested approach, a set of 10,354 
images was generated, and from these, the corresponding 
“tags” were extracted. In these tags, the detection target is a 
small region of the image in a complex environment, 
specifically when the firearm or knife is adjacent to people and 
not in other areas of the image.

Through the suggested alterations, it was possible to 
reduce images of large proportions to smaller images, 
preserving the crucial information, which in this context is 
people carrying firearms. A total of 5,179 images were then 
supplied to the firearms detection model, while 5,176 images 
were provided to the knife detection model, depending on the 
classes that needed to be identified. In both instances, the 
training process encompassed 70% of the data, while the 
testing comprised the remaining 30%.

B. Training.
Encryption, replay, and training of the element and image

detection model were performed in the Google Colab 
interactive environment. The programming also included the 
YOLO v5s algorithm. With the help of these tools, it was easy 
to tune the model parameters to previously labeled images and 
store a substantial data set. The YOLO v5s network was then 
trained for convergence through Images, Obtaining Label 
iterations of the additional Class A: Firearms and Class B: 
White Weapons classes using 70% of the images. The model 
was then evaluated using the remaining 30% of the images 

using the Python text editor, the programming we relied on for 
training is shown in Unified Modeling Language (UML) 
diagrams in Figure 1. On the other hand, retraining of the 
neural model was used to achieve convergence if the accuracy 
was between 80% and 81%. Ultimately, if the result was 
positive, the algorithm was corroborated by the analysis 
carried out by the video surveillance system.

Fig. 1. Basic structure for YOLO training on UML diagrams.

C. Configuration
The system was expanded using Raspberry Pi 4 [18],

specific parameters serve as a solid foundation for system 
operation. The 5 Mpx camera (Raspberry Pi 4) was used for 
trial and error and in the implementation the 12 Mpx webcam 
was chosen and at the same time the Raspbian OS system 
because it works with the hardware requirements of the 
Raspberry Pi 4 model. Real-time imaging system camera 
integrated with, Firebase Cloud, Android App and YOLOv5s 
with its two class types, Class A Class B, is a crucial part, and 
the detection model processes the information of that image to 
determine if a weapon may or may not be present. 

D. Firebase Integration
To manage and store data in applications, Firebase offers

several functions and services when used as a cloud solution. 
These logs contain information about detection events and 
their associated details, are stored in real-time, and are kept 
accessible for later analysis and consultation. The 
architectural representation in Figure 2 demonstrates how its 
use in the system allowed these functionalities to be leveraged 
and ensure an effective approach to the management of data 
generated by weapons detection. 
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Fig. 2. Integration with Firebase.

To facilitate smooth and effective interaction between the 
system and a connected mobile application such as Android 
Studio, Firebase also takes care of communication with the 
mobile application, offering a collection of real-time 
communication tools. By ensuring that only authorized users 
can access the data generated by the system, the authentication 
and security mechanisms of your platform add an extra layer 
of protection to the information we store. 

III. RESULTS

The checks carried out during the training process of the 
neural network using a dimension or batch size of 940 images 
with a validation accuracy of 0.45% for knives and 0.771% 
for firearms, the image size is set to 640 having the precision 
of a total of classes of 0.61% in mAP (Mean Average 
Precision) with 0.5% being 98%, for YOLOv5s it can 
incredibly detect objects with a speed of 140 fps (frames per 
seconds), which is 180% faster for obtaining training loss and 
accuracy. You get the Google Colab configuration with 
“batch” 16 and “epoch” 75.

For the execution of tests, the YOLOv5s architecture 
mentioned in section 2 was used, it was verified through the 
train.py file that the model correctly selected the weapons to 
be detected shown in Figure 3, from these we proceed with the 
analysis and optimal system performance.

Fig. 3. Weapon selection using Google Colab training.

The results obtained in the precision-recovery curve 
graphs observed in Figure 4 are detailed. This identifies the 
precision values of firearms with 0.681%, and knives with 
0.699%. With these values, we can evaluate the performance 
of the model in object detection which is an accepted value for 
the performance of the implemented system. 

Fig. 4. Precision-recall curve.

The performance of the YOLOv5s model is measured in 
terms of Mean Average Precision (mAP). The higher the mAP 
value, the more accurate the model is. The model gives 0.95% 
as the Average Precision. See Figure 5. 

Fig. 5. Precision-confidence curve.

The value of precision and recall varies as the number of 
epochs increases. In epoch 75, the precision reached 0.98% 
and the recall was 0.87%, showing a good sign of 
performance. See Figure 6.
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Fig. 6. Confusion matrix.

According to the results obtained from the training of the 
model, the levels of pressure and loss can be distinguished in 
the analysis of the images since these are on par in the 
precision curves, and do not present much difference since 
they remain with stable values in the confusion matrix; The 
improved susceptibility of the model which was obtained from 
the training is noted. With the values obtained in the precision 
curves, the values are optimal for the correct functioning of 
the detection system since it does not present drawbacks in its 
use. At the time of detecting the object, the image is saved and 
subsequently sent to Firebase, the database that was used in 
this stores the image in Storage and turns it into the real-time 
database, in the latter it is saved in a link with the date, and 
time of the entry of the image, which is displayed in the 
application.

When considering the times of saving, sending, and 
displaying the image of the detected object, we can consider 
that they are optimal for a detection system since these occur 
almost instantly and do not exceed 4 seconds in detecting and 
sending the information to the user. With the data obtained, 
the results in the detection of weapons and knives will be 
displayed in the application, which is indicated in Figure 7, 
and in turn, the interface is indicated, which consists of two 
buttons, the first shows the detections and the second button 
calls emergencies. By clicking the “Show detection” button, 
the detections achieved are indicated and the date and time of 
these in their different classes are detailed.

Fig. 7. Recognition of edged weapons and firearms.

IV. CONCLUSIONS

The multi-class object detection model was even less 
accurate than the single-class object detection model. Despite 
the infrastructure environments demonstrating the need for a 
technological application of great relevance in the field of 
security, even though some small elements can still confuse 
the system and cause erroneous identifications, the operation 
is efficient. The camera detects weapons held by certain 
individuals, weapons that could go unnoticed by a human 
being who sometimes has multiple monitors around or does 
not have images of sufficient quality for adequate perception. 
In addition to having superior observation capacity, the system 
also re-acts more quickly; In less than a tenth of a second, it 
could warn of the presence of weapons and save human lives.

The weapon detection period is 400 ms, that is, 
immediately, and the latency metric for sending data from 
detected weapons to the mobile application is 48 seconds, 
indicating that this is the communication time between the 
cloud and the mobile application. The use of “YOLO” in the 
identification system made it possible to provide the 
developed model with the parts of the image that are relevant 
to detecting firearms and edged weapons. This allows the 
system to focus exclusively on areas where weapons are found 
and ignore other regions of the image where firearms are not 
expected to be present. and knives, this helps to make the 
criminal activities that occur in the environment irrelevant to 
current common scenarios.
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