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Abstract— In this work, we propose a mobile robot for house 
foundation inspection. The robot can operate in user-controlled mode 
and in autonomous mode. In user-controlled mode, the developed 
robot exchange information with the user through a GUI system. In 
addition, the operator can control the robot remotely. The robot 
moving trajectory is shown in the developed GUI. In autonomous 
mode the robot utilizes trained Deep Learning models running in the 
Raspberry Pi for concrete crack and water leaking detection. The 
results show that the proposed system is functioning well in the 
experimental environment and can be further expanded for other 
implementations.  

Keywords—Crawler robot, Deep Learning, House foundation 
investigation, damage recognition. 

I. INTRODUCTION  
In recent years, application of in human life environments is 

increasing, especially in rescue or human dangerous operations.  

On the other hand, Japanese house safety is strongly related 
with the situations in their foundations. To cope with the hot and 
humid summer climate, it has an open structure with the 
characteristics of ventilation and heat shielding. Investigating 
the Japanese house foundation is difficult because the narrow 
space between the foundation and the floor. Therefore, the 
expert must move in a dark environment through narrow spaces 
(height around 60cm). However, since the foundation is 
generally not a place to be concerned about, the discovery of 
foundation troubles is discovered not in time. Therefore, regular 
and easy foundation inspections are really important for the 
safety of the house. 

Two often foundation damages are crucks and water 
intrusions. Cracks in the foundation can appear for several 
reasons, including soil movement, water damage, or shoddy 
construction. Depending on how severe they are, foundation 
cracks can let water in, weaken the building, and cause 
additional damage if not repaired. Water collection around or 
beneath the foundation may be caused by improper drainage 
near the foundation or plumbing leaks. Long-term water 
exposure can undermine the foundation, cause erosion, and 
foster the spread of mold.  

Several research works are focused on developing compact 
robots for investigation or rescue operations. For example, in [1] 
a crawler robot (MACbot) that has four track modules that can 
adapt the terrain changes is presented. It can run four tracks at 
once and crawl tracks as needed because there are four motors 
at each track. one crucial area for research and development in 
rescue robot systems is the study of robotic mechanism models 
with terrain adaptation and operational capabilities ([2]). 
However, there are some challenges in conquering high 
obstacles or steps ([4]). 

Michael et al. proposed an integrated interface for robots [5]. 
They primarily use camera images in their system, which also 
displays the controlled robot's environment map, sensor data, 
and buttons that may be used to provide commands to the robot. 
Additionally, a lot of autonomous rescue robots are being 
created today [6-9].  

In this paper, we introduce an intelligent compact crawler 
robot for house foundation inspection. By using the robots, 
house foundation inspection can be done more conveniently and 
efficiently. The developed robot can operate in user-controlled 
mode and in autonomous mode. We have developed a GUI for a 
remote control of the crawler robot. Furthermore, the robot can 
investigate the foundation situation autonomously. The robot 
utilized the trained deep learning algorithms [10-13], to identify 
cracks in the pillars and water leaks. In addition, the robot 
records its own movement route and creates a movement route 
diagram autonomously shown in the GUI monitor. The robot 
utilizes the generated route to return to its initial location.  

II. HARDWARE DESIGN 

A. Developed system 

Fig.1 shows the entire crawler robot system. The operation of 
the crawler robot is performed by remote control by connecting 
the Raspberry Pi and a PC terminal via WI-FI communication. 
In user-controlled mode, the operator sends commands to the 
robot using the GUI. On the other hand, the robot captured 
camera image is transmitted to the user’s PC. 
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Fig.1. User-robot interface system. 

 

   
(a) Front view                                (b) Side view 

Fig.2 Developed robot. 
 

Table 2. Robot specification  
Length 520 [mm] 
Width 320 [mm] 
Height 130 [mm] 
Weight 4.3 [kg] 

 
Fig. 3 Robot dataflow. 

 

B. Robot  

Based on the operation environments, we developed a 
compact crawler robot as shown in Fig. 2. The robot consists of 
the body and four movable flippers. The four flippers are utilized 
by the robot to climb stairs and steps or pipes that are present in-
house foundations. The robot parameters are given in Table1. 
Main parts such as the flipper part of the robot were 
manufactured in 3D printer using a PLA to reduce the weight. 

There are two main motors for driving the left and right 
crawlers of the body and four servo motors for driving the four 
movable flippers [3]. In addition, two LED lights are placed in 
the robot to lighten the environment.  

Fig. 3 shows a schematic diagram of the control system of the 
robot. Two Arduino boards are used for servo motor control, and 
main motors. The Raspberry Pi sends the motor commands to 

the Arduino boards. To operate the robot in user mode, first we 
connect the Raspberry Pi and the PC via Wi-Fi communication 
wirelessly.  

III.  Developed GUI 

There are two main parts in the user controlled mode: the 
operation interface and the image recognition system. To 
perform wireless remote control, we developed an GUI on the 
browser, as shown in  Fig. 4. The GUI consists of three parts. 
The buttons in the upper half of the GUI  (Fig.4 ①) are the 
operation buttons for controlling the robot flippers. The buttons 
on the right (Fig.4 ② ) are the buttons for controlling the 
movement of the robot body. The operator presses buttons on 
the operation interface to issue commands to the Raspberry Pi. 
For operation interface we used Flask, which is an operation 
interface on a browser. Flask is a lightweight customizable 
framework, which is lighter than other isomorphic frameworks. 
Using Flask, the GUI pressed buttons are converted into 
commands and sent to the Raspberry Pi. Raspberry Pi converts 
commands from the operation interface into signals that 
Arduino can read. In addition, the robot captured image is 
shown in the user’s monitor in a separate window.  

Because it is a dark enviroment, after some forward, right 
and left robot motions it is very difficult to know the exact 
location of the robot. Therefore, we added a window in the GUI 
(Fig.4 ③) showing the robot motion trajectory. The Canvas 
element was used to create the movement path. You can draw 
figures in Html using the Canvas tag. When the operation 
button of the main motor is pressed, the operation interface 
autonomously records the operator's instructions and creates a 
moving path map of the robot based on the instructions. The 
starting point of the trajectory map is at the origin of the 
trajectory map. During foundation inspection using a robot, the 
robot may enter a position that the operator cannot see. It is 
possible to check the position of the robot even when the robot 
cannot be seen by moving path map. Also, using this path map, 
the robot can autonomously returns to its initial location, 
autonomously. By using the "return" button of the operation 
interface, the operation interface can change the robot trajectory 
information into a movement commands, which are sent to the 
robot. It is also possible to reset the route map by using the 
"reset Map" button.  
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Fig. 4 Developed GUI. 

 
(a) Original mage             (b)  Labeling image 

Fig. 5. Sample images of crack and water database. 

 

IV. Demage recognition 

In this work, two demeges of the house oundations are 
considered: cracks and water leaks. For cracks and water leaks 
recognition we trained deep neural networks. DNNs are 
machine learning methods that uses multi-layer networks. In 
our implementation we used ensorFlow Lite which is an open 
source software library for machine learning in mobile devices 
such as Raspberry Pi. 

For training the DNNs we labeled cracks and water leaks to 
create the dataset, as shown in Fig. 5. A total of 165 crack 
images and 151 water leak images were created. 252 are used 
as training images, 31 validation images, and 33 test images. 
The model performance is evaluated by the precision and the 
recall equations as follows:  

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑇𝑇𝑃𝑃

𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑃𝑃
(1) 

𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 =  
𝑇𝑇𝑃𝑃

𝑇𝑇𝑃𝑃 + 𝐹𝐹𝐹𝐹
(2) 

where TP is the true positive rate, FP is false positive rate, and 
FN is False Negative. 

V. EXPERIMENTAL RESULTS 

Initially we evaluated the developed GUI for different robot 
trajectories. Fig. 6 shows the robot motion controlled by the 
user relying only in the robots cuptured image. 

We also tested experimentally the ability of the robot to 
return to its initial location after moving autonomously in the 
enviroment. The robot automatically returned to the initial 
position using the "return" button (Fig. 7). Then, the robot's 
actual path, the map path and the initial and final positions were 
compared. The experiments were performed three times. The 
experimental results showed that the distance error between 
robot nitial and returned final locations were in a range of 33-
37 mm. 

Relation between precission and recall are shown in Fig. 8. 
Using the TensorFlow Lite's image recognition program, the 
DNNs achieved an accuracy of 76% and 63% for cracks and 
water leaks, respectively. In this experiment, we used 10 images 
of cracks and 10 images of water leaks to evaluate the actual 
performance of. The experiment is shown in Fig. 9. This 
performance evaluation is an experiment of recognition 
accuracy of the program. The evaluation criterion for 
recognition accuracy is the accuracy of program judgment. 

As an experimental environment, we reproduced a dark 
house foundation situation in the Human Assistive Robot 
Laboratory on the Koganei Campus of Hosei University. We 
also added columns with cracks and ground with water leaks. 
The planned movement route is shown in Fig. 10(a). The 
experimental environment is shown in Fig. 10(b). Only the light 
of the robot was used in the experiments, as shown in Fig. 10(c). 

 

 
(a) Robot image    (b)  GUI image    (c) Robot camera image 

Fig. 6 Generated robot route in the GUI monitor.  
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(a) Robot image                b) GUI image           (c) Robot camera image         

Fig. 7. Robot autonomous motion.  

 

 

(a) Crack model                   (b)   Water model 
Fig. 8. Model evaluation results. 

   

(a) Crack recognition by the robot  (b) Water recognition by the robot 

Fig. 9. Object detection result. 

 

 
(a) Environment layout  

 

 (b) Real environment  

  

(c) Dark environment 

Fig. 10. Experimental environment.  

 

 
Fig. 11. User controlled robot using GUI and autonomous navigation. 
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(a) Crack                                       (b) Water leak 

Fig. 12. Damage detection. 
 

In the experiments, the robot was controlled using the GUI 
by the user based on the image shown in the monitor. The robot 
detects cracks and water leaks in the experimental environment, 
and finally returns to its initial position autonomously.  
Fig. 14 shows the video capture of the robot operation in the 
environment. After avoiding two obstacles and reaching the 
target point, the robot autonomously returns to the initial 
position. The error between the final position and initial 
position, even in this complicated environment, was 55 mm. 

While the robot moves in the environment, a crack on the 
wall was detected with a recognition rate of 78%, as shown in 
Fig. 12. Finally, a water leak was detected with a recognition 
rate of 52% (Fig.15). In average, the average recognition 
accuracy for water leaks and cracks exceeded 60%. 

 
VI. Conclusion 

In this work, we presented an intelligent crawler robot for 
house foundation inspection. The operator can remotely control 
the robot. For remotely operation of the robot, the Raspberry Pi 
and a personal computer were connected via WIFI 
communication. The remote-control system operated on the 
browser using Flask. In addition, the movement path map was 
recorded by the robot, returning autonomously to its initial 
location even in a complicated route. For the damage 
recognition, such as cracks and water leaks, we used TensorFlow 
Lite using images streamed from the webcam. As a result, it was 
found that water leakage and cracks were recognized even in 
dark environments.  

However, some issues must be considered in the future 
works, such as: 1) Improving the recognition accuracy of deep 
learning algorithms by collecting more data and testing other DL 
architectures; 2) Increasing the kind of damages recognized by 

the robot; 3) Improving the algorithm for robot localization in 
the environment.  
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